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Abstract

In this paper we estimate and forecast with a small-scaleE®®@del of the Euro area and the United
States characterized by diverging interest-rate rulesguguarterly data from 1996Q2 to 2011Q2. These
diverging rules reflect the flering mandates of the ECB and the Fed, respectively. Dus fwriinary ob-
jective of price stability, the ECB is supposed to conduchstary policy by considering producer-price
inflation only, whereas the Fed is assumed to conduct it€ybly taking into account the output gap in
addition to producer-price inflation (dual mandate). Imrtsof the RMSE and the MAE, the DSGE model
with diverging interest-rate rules outperforms a DSGE nhwdl identical interest-rate rules in almost 70%
of all cases for almost all variables across forecast hosout of sample. It also compares well with BVAR
benchmarks. For shorter horizons we find some statistisalyificant diferences in forecasting accuracy
between rival models. For forecast horizons three and fbemull hypothesis of equal forecasting accuracy
can seldom be rejected.
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1 Introduction

The European Central Bank (ECB), as responsible body fatuwding monetary policy in the Euro area on the
one hand, and the Federal Reserve System (Fed), as its quarbie the U.S. on the other, are characterized
by differing legal mandates. Article 127 of the Treaty on the Fonatig of the European Union reads (EU ,

2010a):

“The primary objective of the European System of Centralkafmereinafter referred to as ‘the
ESCB’) shall be to maintain price stability. Without prejcel to the objective of price stability,
the ESCB shall support the general economic policies in thetwith a view to contributing to
the achievement of the objectives of the Union as laid dowrtinle 3 of the Treaty on European
Union. The ESCB shall act in accordance with the principlambpen market economy with free
competition, favouring anggcient allocation of resources, and in compliance with thegiples
set out in Article 119”

In consequence, all other policy objectives of the EU, sischadanced economic growth, a highly competitive
social market economy, or full employment and social pregisee EU|, 2010b) besides price stability, only
play a secondary role in monetary policy.

Concerning the Fed, policy objectives other than priceiliiglwhich basically amount to the adaption to the
real economy, play a key role as can be seen from Section Zdedf¢deral Reserve Act (US , 2000):

“The Board of Governors of the Federal Reserve System anBetieral Open Market Committee
shall maintain long run growth of the monetary and credit @ggtes commensurate with the
economy’s long run potential to increase production, so@@rbmote gectively the goals of
maximum employment, stable prices, and moderate longitgemest rates.”

This duality of policy objectives — the so-called dual maledamay thus create a tradé-between stabilization
of inflation and the real economy on the part of the Fed, butilshmot do so on the part of the ECB.

The purpose of the present study is to investigate if allgwor these institutional dierences within a two-
country dynamic stochastic general equilibrium (DSGBEesvork results in superior forecasting performance
relative to [1] a two-country DSGE modabt taking into account theseftitrences as well as to [2] adequate
open-economy time-series benchmarks. Contrary to Smdtg/anters [(2005) and Sahuc and Smets (2008),
who compare macroeconomic shocks and frictions in the Uh&.Eairo area business cycles and investigate
differences in the interest-rate policies of the ECB and therésgectively, each with the help of two separately
estimated medium-scale DSGE models, we contribute totratlure by performing the analysis within a two-
country framework.

The use of a two-country model of the Euro area and the U.&addsof separate closed-economy models is
beneficial for two main reasons. First, Adolfson et al. (20@8d evidence for the Euro area that using an
open-economy DSGE model generally improves the fore@astaturacy for key macroeconomic variables



relative to a closed-economy version of their model. Sectimel degree of openness between the Euro area
and the U.S. as implied by the two-country DSGE frameworkeursdrutiny corresponds to the actual degree
of economic interdependence of these two economies (s¢@®Ec! for more details).

Authors of articles on two-country DSGE models addresdiegdsue of optimal monetary policy under discre-
tion or under commitment in its various facets (see, e.@ri@et al.|,2002] Pappa , 2004; Benigno and Benigno ,
2006 Engel |, 2011) usually encounter a tradlebetween minimizing the volatility of inflation and the valat

ity of the output gap on the part of both countries’ centralidsasince they typically assume identical mandates
for both central banks.

Our idea, however, is to express thé&eliences in mandates and policy objectives of the two redidveentral
banks under scrutiny — the ECB and the Fed — as divergingesiteate rules in such a two-country DSGE
framework. Since the length of the time series for the Eueaand the U.S. available from a common data
source is limited, such a small-scale approach seems yartic appealing. If diverging interest-rate rules
were indeed a good approximation to the real behavior of BB Bnd the Fed, a model allowing for these
differences should be characterized by improved predictiVityatimmpared to the standard case with identical
interest-rate rules. This approach is not only well-fouhde legal diferences between the statutes of the ECB
and the Fed, but is also corroborated by the data.

First, we run a stochastic simulation consisting of 11,008wd with the two-country DSGE models yet to

be introduced in Sectidd 2 and calibrated as in Se¢fion 4evdritploying the pure perturbation algorithm by
Schmitt-Grohé and Uribel (2004). Discarding the first 1,0@8ws as burn-in draws to minimize the impact
of the starting values, we obtain simulated statistical mot® implying that the DSGE model with diverging

interest-rate rules delivers a lower volatility (standdediiation) of Euro area producer-price inflation (76.1% of
the corresponding volatility of U.S. producer-price infia) and Euro area consumer-price inflation (95.3%)
relative to the U.S. at the expense of a higher volatility e butput gap (142.9%). Not surprisingly, the
assumption of identical interest-rate rules for both @itanks in turn delivers very similar simulated statidtica
moments.

Second, actual quarterly OECD and Eurostat data for the &e@of 17 and the U.S. from 1996Q2 to 2011Q2
(see Figure 1 in Sectidd 3) corroborate the findings of theisited model with diverging interest-rate rules: a
lower volatility of Euro area producer-price (60.2%) ancsomer-price inflation (68.9%) relative to U.S. val-
ues, but almost the same volatility of the output gap (99.4%greover, a lower volatility of consumer-price in-
flation and output growth in the Euro area relative to the W&S.also been confirmed by Benati and Goodhart
(2011, Figure 17) for annual data from 1999 to 2008.

In addition to other macroeconometric models, central bamlparticular are typically interested in using their
customized closed- and open-economy DSGE models for erapolicy analysis, forecasting, or both. While
some authors, e.g. Smets and Wouters (2004) and Adadfisal (2007) for the Euro area, Smets and Wouters
(2007) and Edget al.| (2010) for the U.S., find that their DSGE models are able tedast well in comparison
to (Bayesian) vector-autoregressive ((B)VAR) benchmaoksers obtain mixed results:

Rubaszek and Skrzypczyhski (2008) find that both DSGE nsodetl (B)VAR benchmarks are character-
ized by inferior forecasting accuracy compared to the FEhlifshia Fed Survey of Professional Forecasters.



Leeset al.| (2011), who employ the DSGE-VAR approach favored by Del Neard Schorfheide| (2004) and
Del Negroet al.| (2007) on data from New Zealand, find that a DSGE-VAR modelfisnooutperformed
by its BVAR competitor. | Gupta and Kabundi_(2010) find for theugh African economy that large-scale
BVAR models outperform DSGE, small-scale BVAR and dynaraittér models in most occasions. However,
Gupta and Kabundil (2011) also find that both DSGE and (B)VARI@are typically outperformed bgrge
factor models. Finally, Wang (2009) shows for U.S. data, timathe short run, a factor model outperforms a
competing DSGE model while, in the long run, the theory-daB&GE model gains ground over the purely
data-driven competitor.

Using GMM estimation techniques, Belke and Klose (2010) gritlence for significant élierences in the
signs of the parameters of extended Taylor (1993)-typeastaate rules of the Fed before and after the begin-
ning of the subprime crisis, but do not for the ECB. Where seyersal of the Fed'’s reaction dtieient occurs
(impact of consumer-price inflation and credit growth on shert-run nominal interest rate turns negative,
impact of asset-price inflation turns positive), the ECEaation cofficients maintain their original signs in
combination with an even higher overall significance.

Moreover/ Sahuc and Smets (2008) finffetiences in the degree of central bank activism of the ECBland t

Fed measured by the number of changes to their main refirgaraies (the Fed revised its short-run nominal
interest rate more than twice as often as the ECB betweend@92004) for two separately estimated DSGE
models. These flierences can largely be explained bffeliences in the size and type of structural shocks,
however.

In general,éihaket al.| (2009) find that, during the first stage of the financial crigie ECB’s monetary policy
transmission mechanism continued to work, albeit with elesed ficiency. For the ECB to remain credible
in the future in terms of fulfilling its mandate, of coursewitll have to repeal any non-standard measures
adopted during the crisis to ensure the smooth functionfrigeomonetary policy transmission mechanism, at
the latest when consumer-price inflation persistentlylreadevels above its goal of below but close to 2% over
the medium term.

Consequently, we employ a small-scale two-country DSGEahaoitthe Euro area and the U.S. that is charac-
terized by diverging interest-rate rules. This small-sdalo-country DSGE model is based on earlier research
by[Corsetti and Pesenti (2001), Obstfeld and REiga001), and Gunter (2009). The model’s diverging rules
reflect the difering mandates of the ECB and the Fed, respectively. Duestpriinary objective of price
stability, the ECB is charged with conducting monetary @olby considering producer-price inflation only,
whereas the Fed is assumed to conduct its policy by takiegaiotount the output gap in addition to producer-
price inflation (dual mandate). Using quarterly OECD anddstat data from 1996Q2 to 2011Q2, we estimate
the model with a standard calibration and Bayesian teclesigund find posterior distributions of the model’'s
structural parameters that are in line with the literature.

We evaluate the out-of-sample forecasting performancéisfrhodel for prediction horizons one to four in
comparison to the same two-country DSGE model but with idehinterest-rate rules as well as two BVAR
benchmarks of lag order one and two. The BVAR benchmarkslassen as competitors since they employ
similar estimation techniques and are ex ante characteliyesuperior predictive ability in terms of log data
density. The DSGE model with identical interest-rate rulasturn, constitutes a natural competitor to the



DSGE model with diverging interest-rate rules. This wilbal for ceteris paribuscomparisons across model
specifications to assess the empirical relevance of thisfgpé&iction — non-zero sensitivities on the output
gap on the part of both central banks — to fit the data in ternfisretasting performance. A better forecasting
performance of the less restricted DSGE model with divergnerest-rate rules relative to the DSGE model
with identical interest-rate rules would corroborate al@a of the importance of allowing for thefidirences in
the mandates of the ECB and the Fed.

Our main findings are as follows. In terms of the root mean mguarror (RMSE) and the mean absolute
error (MAE), the DSGE model with diverging interest-ratéesioutperforms the DSGE model with identical
interest-rate rules in almost 70% of all cases for almostaiables across forecast horizons (most prominent
for one-quarter-ahead predictions), thereby corrobugatine idea of employing diverging interest-rate rules.
It also compares well with the BVAR benchmarks, especiallyl.S. producer- and consumer-price inflation,
and the terms of trade, as for the latter it attains the ovemadllest RMSE and MAE for (almost) all horizons.

The good performance of the DSGE models relative to the BVARchmarks is partly due to the quarterly

re-estimation of the models, which makes their free pararaejuasi time-variant (see Giraitis et al. , 2014, for
an overview) and, hence, the model structure itself ovenalte flexible towards capturing turning points in

the business cycle, e.g. the onset of the financial crisisveier, for forecast horizons one and two we mostly
find significantly better forecasting accuracy in terms ofueg-Leybourne-Newbold statistics for the benefit
of Bayesian benchmarks only. For forecast horizons threefeur, the null hypothesis of equal forecasting

accuracy can seldom be rejected across models.

The remainder of the article is structured as follows. ®&d8 outlines the small-scale two-country DSGE
model with diverging interest-rate rules, Secfidbn 3 démzithe quarterly OECD and Eurostat data for the Euro
area and the U.S., Sectioh 4 presents the estimation appaodaliscusses the estimation results, and Sddtion 5
introduces the benchmark models in comparison to which wesasthe forecasting performance of the DSGE
model under scrutiny. Finally, Sectibh 6 concludes.

2 The model

The subsequent small-scale two-country DSGE model is basedrlier work by Corsetti and Pesenti (2001)
and Obstfeld and Rogio (2001) and corresponds to the one developed in Gunter |(2@@83h can be con-
sulted for various derivatior@.

ICorsetti and Pesenti_(2001) explore the internationalstrassion mechanism and the welfare properties fiedint types of
money-supply and government-spending shocks, whereasef@lasnd Rogff| (2001) mostly concentrate on the issue of risk premia
on nominal exchange rates finding that the exchange riskipneroan be explicitly calculated as a function of underlymgney-
supply shocks|_Gunter (2009) explores the reaction of théatsbendogenous variables on simulated exogenous stalictuocks
in terms of impulse responses while extending the work of€brand Pesenti (2001) and Obstfeld and REd@001) by assuming
nominal rigidities in terms af Calviol (1983) pricing. Corseind Pesenti| (2001) and Obstfeld and R@g(2001), in turn, assume
one-period-in-advance nominal wage and price contraesperctively.



2.1 Preferences, consumption and price indices

Let us assume that world population is constant over timecandists of a continuum of unit mass of infinitely
lived atomistic households characterized by identicafepemces. Let us assume further perfect information
and rational expectations on the part of all agents. Therénay countries, where domestic — henceforth: Euro
area — households live on the segmennh[®f the unit interval while foreign — henceforth: U.S. — hebislds
live on the remaining segment,(l].

The discounted stream of expected period utilities of tipeasentative Euro area household reads as fo@ows:

Ui = E iﬂs_t —Cé_p + X (%)l_s——y L?fl . ()
— 1-p 1-e\Ps 1+¢

The above utility function is a constant elasticity of sitiion (CES) composite separable in its arguments
real consumptiorC, real money balancekl/P (whereP denotes the domestic consumer price index (CPI),
so-called money-in-the-utility-function model), andsleie —L such that the partial derivatives of the utility
function with respect to one variable are independent aiftakr variabless denotes an intertemporal discount
factor (0< B < 1). Moreover, the following holds for the various paramgtgr,y, & > 0 and 0< p,e < 1.

p is the codicient of relative risk aversion in consumption or the ineeds the intertemporal elasticity of
substitution of real consumptiod,denotes the inverse of the elasticity of labor supply.

The utility function of the representative foreign houdehis the same as Eqll(1), except tiGit may difer
from C, as well agv* from M, P* from P, y* from y, v* from+y, andL* from L. Consequently, real and nominal
U.S. variables are denoted by a superscript asterisk. Iiti@dnominal U.S. variables are denominated
in U.S. dollars. This holds except for internationally eddoonds, where U.S. bond holdings indexed by a
superscript asterisk are denominated in euros. Since (rddSt equations are completely analogous to Euro
area equations, we restrict ourselves on the presentdtitwe tatter.

The total Euro area consumption indéxrom Eq. [1) is defined as a population-weighted per-capdbhe
Douglas composite of Euro area and U.S. commodity bundleghamplicitly makes the simplifying assump-

tion that all consumption goods are tradable and that there@trading costs:
oSG
CT (- )i

(2)

The commodity bundle€y andCg are CES composites offtitrentiated final goods produced in the Euro area
(Cn) orinthe U.S. Cg) as inDixit and Stiglitz |(1977), thereby expressing howusdasi love of variety:

[}

(%)1 fon Ct(z)e;eldzr_l , 3)

[}

b I
Cir = (rln) j;ct(z)sz] ) )

Cin =

The optimal consumption-based Euro area CPI associatadagit(5) is a population-weighted Cobb-Douglas

2A possible superscriptto distinguish individual variables is suppressed thrqughthe analysis for the sake of better legibility.



composite of Euro area and U.S. producer price indices (PPI)
P = P{,PLE", (5)

where these sub-indices are again optimal consumptioedb&&S composites of Euro area and U.S. final
goods prices:

PeH

[% f;n Pt(z)l‘edz]n , (6)

1 =
[rln fn Pt(z)l‘edz] . (7)

For the sake of simplicity, we assume that the law of one gratds for consumers across all individual goods
at all times:

Per

Pi(2 = EXRP{(# Vze]O0,1], (8)

whereEXR denotes the endogenously determined nominal exchang@rptece quotation (Euros per U.S.
dollar).

Thus, as Euro area and U.S. households are characterizddriical preferences, the law of one price implies
that absolute purchasing power parity always holds for the(B):

P: = EXRP;. 9)

The demand functions of the representative Euro area holasgdr individual Euro are&€(h) and U.S. goods
C(f) read as follows:

-6

e = 3|70 (10)
-0

el = 15| w2 e )

wherez = h € [0, n] denotes a typical dierentiated good produced in the Euro area agd= f € (n, 1]
another typical dterentiated good produced in the U.S.

Eq. (8) implies that the demand curves for the composite Brga and U.S. good€ andCg, are given by:

P\
CinH = n(—) C, (12)
Py
Per\ 7t
Ct’[: = (1—n)(?’t) C:. (13)

Now we make use of the fact that world consumpt@hequals the population-weighted sum of total Euro area
and total U.S. consumption, whe@® then denotes per capita as well as total world consumptiosesiorld
population is normalized to 1:

C!:=nC + (1-n)C;. (14)



Combining Eq.[(T4) with Eqs[I8), (10), (11, {12), ahdl(13) fimally obtain theglobal demand functions for
individual Euro area and U.S. goods in terms of (total) waddsumption:

0 -1

o - [ '
-0 -1

onf) = [%] (P;—f) . (16)

2.2 Households

The representative Euro area household maximizes hertvigjéanction [1) subject to the following sequence
of intertemporal budget constraints (in nominal termshwéspect to her decision variableg M;, B;, andL;:

WLt + (1 + it—l)Bt—l + MiZq + Ft(h) > PGt + M + Bt + Pyt (17)

W denotes the endogenously determined nominal wage beirmgtimgneration for supplying labor, which is
identical across households € L(h)), on the assumed-to-be perfectly competitive labor ntatkg denotes
the (short-run) nominal interest rate between petied. and period on risk-free one-period non-government
bondsB;_; carried over from perioti— 1. These nominal bonds are denominated in euros and aresagpm
be internationally tradable.

Money holdingsM;_1 can also be transferred from- 1 tot, but yield no nominal return. Consumption goods,
however, are perishable and cannot be stoigth) are instantaneous profits of the representative household
acting as a producer of an individual fidirentiated Euro area godt which will be explained in more detalil
below. Finally, letr denote non-distortionary real lump-sum t%

Again, for the representative U.S. household the interaludget constraint is very similar to Eq._{17).
Since internationally traded bonds are supposed to be daated in euros, U.S. bond holdings in denomi-
nated in euroB*, however, first have to be divided by the nominal exchange lvafore they enter the U.S.
intertemporal budget constrairB’ /EXR Moreover,W* may difer fromW, i* from i, T'*(f) from I'(h), as well

ast* from r. Hence, the sequence of U.S. intertemporal budget contsti@m nominal terms) reads as follows:

*

V\/tLt+(l+|t Deo= EXR

+ M, +T7(f) > P{Cy + M{ + + Pty (18)

EXR_
Similar to Corsetti and Pesenti_(2001), this equation iggthat the realized nominal return on internationally
traded bonds at the beginning of peritod U.S. dollars is given by:

EXR-1

(I+iq) = EXR

—wp A +it1) (19)

The maximization of the utility functioriL.{1) subject to thedget constrain{{17) then holding with equality is
undertaken by maximizing the corresponding Lagrangianyélds the subsequent first order conditions for a

3The government is assumed to set its expenditures equalr@vitnues at all times such that its budget is always in baland no
seignorage can occur (see Obstfeld and Ro@@001): M; — Mi_; + Pt = 0.



utility maximum:
c.” [
L =B +i)E [ P“ll : (20)

Pt b1

This is the intertemporal Euler equation for real consumpttating that the marginal rate of substitution
between real consumption frand int + 1 equals their discounted relative prices.

Moreover, we obtain that in a utility maximum the margindkraf substitution between real money balances
and real consumption equals the opportunity costs of hgldioney:

I
Py It

= . 21
c.” 1+t (1)
Finally, we also get the subsequent labor supply equation:
Lf W
- — 22
th_p Py (22)

which states that the marginal rate of substitution betwlabor and real consumption equals their relative
prices, the real consumer wage.

2.3 Firms

Let us assume that agents in the Euro area and in the U.S. dmlyoact as utility maximizing households,
but also as monopolistically competitive producers of figabds, which are producible without the input of
intermediate goods. In contrast to their role as househslisse preferences are assumed to be identical, all
commodities are dlierentiated in order to satisfy the households’ love of ¥grie

Individual Euro area output is produced according to thiefahg linear production function:
Yi(h) = AcLi(h). (23)

Eq. (23) is a production function in labor only. For the sakesinplicity, physical capital is omitted as
additional input factor throughout the analysis. This stap be justified by the short- to medium-run perspec-
tive of the model.A is a random variable denoting an exogenous aggregate pratushock, which can be
interpreted as a transitory process innovation.

Households need not be self-employed, but it is assumedEtiratarea firms can employ Euro area workers
only as well as U.S. firms shall be allowed to employ U.S. wikly.

Producers’ instantaneous profitgh) are given by:

Ti(h) = Pe(h)Yi(h) — WiL(h). (24)



Relative to the producer’s own price, EQ.1(24) rearranges to

I'y(h)
P(h)

W Yi(h)
Pi(h) A

where we have made use of the production funcfioh (23). In(Ba) « := W/[P(h)A] is defined as individual
real marginal production cost.

Vi) — () = Vi) —

P:(h) = Yi(h) -« Yi(h), (25)

For now, let us assume that all goods prices are flexible. €aeh Euro area producer charges the same price
denoted by the Euro area PP( = P(h)). Thus, instantaneous profits rearrange to:

I't(h) = PynYi(h) — WiLe(h). (26)

Maximizing Eq. [26) with respect t¥(h) and using the fact that in case of goods market clearing tyguo
of a single producer equals global demand for thgedéntiated goodY(h) = C%¥(h)), we get the standard
first-order condition for a profit maximum in a model of monbgiic competition:

W, 6-1 flex

= — = s 27
PI,HA( 0 Kt ( )

which states that in a profit maximum associated with flexiviees, the corresponding real marginal produc-
tion cost, which is defined ag'®X, times the aggregate productivity sho8kequals the real producer wage
W/Py.

2.4 Market clearing under flexible prices

Let us begin with the equilibrium conditions on the world kets for Euro area and U.S. goods denominated
in euros:

Pen Y
I:’t, F Yt*

P.C, (28)
P.C, (29)

where the left-hand side of EJ._{28) denotes global supplnadfthe right-hand side global demand for Euro
area good@.

Egs. [Z8) and(29) immediately collapse to the definitiorhefterms of trade:

<P EXRPL
t-— - - U’
Pt H Pt H Y;

(30)

which is the ratio of imported goods’ over exported good#gs from the perspective of the Euro area or the
ratio of Euro area output over U.S. output. Thus, a reabpatif S > 1 is advantageous for Euro area output,
whereas a realization & < 1 would be advantageous for U.S. output.

Using the domestic intertemporal budget constraint (13 plrther manipulations eventually yield the Euro

4For reasons of brevity, we do not present the derivation efetiuilibrium conditions on the money markets here (see €unt
2009, for more details).
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area and U.S. balance of payment identities:

PtrY: — PtCt +i-1B-1 = Bt — Br-1, (31)
Pt,FYt* - PtCt* + it—lB:_l B? - B?—l (32)

with the left-hand side of Eq.[(B1) representing the Eur@areurrent account and the right-hand side its
capital account.

Internationally tradable bonds are supposed to be in zaéravartd supply:
nB + (1-n)B; = 0. (33)

Assuming that international bond holdings have initialgeh zeroBy = B = 0 together with Eqgs.[(14),
1), (32), and[(33) implies theB; = B; = 0 at all times according to_Corsetti and Pesenti (2001) and
Obstfeld and Rog! (2001). Then Egs[(31) and (32) simplify to the following:

Pen Yt

= — 4

Ct Pt 5 (3 )
P Y

cr = Lt (35)
Py

Using the definition of the terms of trade {30) the precediggations can be rewritten as:

C S (36)
c; = S (37)

These are the conditions for Euro area and U.S. goods mddaing, which imply that households across
countries always consume exactly their real incomes| (sestfé€dih and Rogfé|, 2001).

Moreover,By = B, = 0 together with Eqs[(14), (81), (82), and[33) also impliet €, = C; = C{" at all times
such that
Ci=C; =C=nC+(1-nC{ =nSP Y, + (1 - nmSPY; = YY), (38)

while making use of Eqs[(86) and {37).

In other words, Cobb-Douglas preferences for the Euro arddJaS. commodity bundles as in EQ] (2) together
with producer-currency pricing and the absence of preferahocks imply under the assumption of completely
flexible prices that any shock that reduces the supply ofutulp a country will increase its price in equal
proportion. Thus, the value of its real income remains ungkd and the allocation under complete markets
can be achieved without trade in bonds.

As a consequence, consumption shares across countriestamelyntime-constant but even equal as stated in
Obstfeld and Rog! (2001). Since current and capital accounts between thedwatdes are in balance at all
times and in all possible states of the world, the mechanisadjostment to shocks in the world economy will
only be represented by evolution of the terms of trade, bubp@hanges in the countries’ net asset positions.

These properties are consistent with the actual evolufi@um area and U.S. current account data: the current
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account earnings from as well as the current account expeeslito the respective other country in per cent of
nominal Euro area and U.S. GDP have only reached values éet@% and 5% according to quarterly Eurostat
data between 2003Q1 and 2011Q2. Thus, trade in goods andesebetween the two countries takes place to
a non-negligible extent.

This fact notwithstanding, the current accobatancebetween the two countries in per cent of nominal Euro
area and U.S. GDP has been hovering around 0% throughouarnhglesand reached a time average of only
0.4% (0.3%) of nominal Euro area (U.S.) GDP. This finding abarates the validity of the present model's
properties of time-constant net asset positions.

By combining Eqgs.[{22)[{27), and (36) with the CPI (5) we abtao equations iW/P = (W/Py)S" ! which

can be solved fok: . )
(n-1)(1-p) At (g -1\ -¢
Lt = St ¢ (;) (T) Yt f. (39)
Eqg. (39) states that in an equilibrium on the perfectly cotitipe labor market, Euro area employment posi-
tively depends on the aggregate productivity shaaad flexible-price real marginal production cast-(1)/6,
but negatively on the terms of tra&and Euro area outpix.

Combining Eq. [(3P) with the production function {23) andvaud for Y, we finally obtain the Euro area
flexible-price equilibrium outpuy f1ex:

(0-DAp) &1, g \=F5
fl ¥ + P __1
W =s AT (=) Ty (40)

According to Eq.[(4D), Euro area flexible-price equilibrimutput positively depends on the aggregate produc-
tivity shock A, yet negatively on the terms of tra@eand the flexible-price mark-up factéy(6 — 1).

2.5 Log-linear approximation and nominal rigidities

Since the DSGE model above cannot be solved in closed formhawe to log-linearize it around its non-
stochastic zero-inflation steady state. Moreover, for pame to be neutral in the short run and monetary
policy to be dfective after all (see Claridet al.|,[1999), we need some form of nominal rigidities in addition
to the assumption of monopolistic competition as in Dixitl &tiglitz| (1977).

It is straightforward to derive the dynamic IS curves forthobuntries by log-linearizing the Euro area in-
tertemporal Euler equation for real consumption (20) in bioration with the Euro area goods markets clearing
condition [36) as well as their U.S. analogues around thestachastic zero-inflation steady state.

Accordingly, we obtain:

S = Et[yt+1]+%{a[m+ﬂ—?t}—(l—n)Et[Asm], (41)
n . 1 -
5 = Bl + S(Elra) -1+ NE(Asu], (42)

Except for all types of interest rates, lower-case Latitelstdenote natural logarithms of the corresponding
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variables and that all lower-case variables are given icgeage deviations from the non-stochastic zero-
inflation steady state, which is denoted by hats. The zdtation steady-state values themselves are denoted
by upper bars. Furthermorez= i* = (1 - B)/pB holds for the zero-inflation steady-state nominal interatgs,
both in the Euro area and in the U.S.

These two dynamic IS curves represagyregate demanith both countries, where EJ._(41) can be interpreted
as follows: current Euro area demand is higher than its dlation steady-state value if the expected Euro
area output deviatiol[¥;,1] is positive (interpretable as an expected peak in the basiycle). There is
also a clear positive relation of current demand to expeCtetinflation E¢[rt.1] := Ei[pr+1] — pt (households
consume more today if prices are expected to increase inithieej and a negative relation to current deviations
from the zero-inflation steady-state nominal interest rafimvesting in nominal bonds is relatively attractive
compared to buying consumption goods).

Moreover, there are also spill-ovefiects from the U.S., whichffect current Euro area demand through the
expected evolution of the terms of tralgA s 1]: current Euro area demand negatively depends on an expecte
increase in the latter since terms of trade expected to anigmean that imported goods from the U.S. become
more expensive relative to Euro area goods- () denotes the degree of openness of the Euro area to the U.S.
Since the Euro area degree of openness coincides with thefsike U.S. due the definition of the CP] (5) as

a population-weighted Cobb-Douglas composite, there isame bias in consumption.

The New Keynesian Philips curves (NKPCs) for both countcas be derived by log-linearizing the price-
setting equations of Euro area firms as well as their U.S.ogoel around the non-stochastic zero-inflation
steady-state.

We introduce nominal rigidities in terms of sticky prices &ysuming Calvo| (1983) contracts on the part of
firms.|Calva ((1983) contracts imply that each producer ig allbwed to reset her price with probability{%)

in any given period, independent of the time since the lgsisatient. Therefore, a measure of(#®) of firms
reset theirs prices each period, while a measuiedsffirms keep their prices constant and simply adjust their
individual output in order to meet demand.(1- 6) then captures the average duration of a price:

mn = BE(rn] + w’?ﬁ (43)
1-6%)(1-6"P).
me = PBEdri el + ( )(g* ﬁ)KF' (44)

In Eq. (43),mn = pLu — P—11 IS defined as current Euro area PPI inflation, which typicdilffers from CPI
inflation in an open economy. The NKPIC [43) states that ctemno area PPI inflation 4 is an increasing
function of both expected Euro area PPl inflatiiv,1 4] and the deviation of current Euro area real marginal
production cost from its zero-inflation steady-state vajue: x; — &, %
Furthermore, let us assume tisatting a new price at homendsetting a new price abroadre stochastically
independent events. As Euro area and U.S. firms both se$ thiédies in the currency of the countries where
they are located, the present model features producemoyrpicing as in_Claridat al.| (2002).

Nonetheless, we want to express EQs] (41), (42), (43)[&fdr(4erms of the output gap, which shall be defined
as the dfference between actual and flexible-price output deviatigns= §; — /' andx’ := §; — (%), In
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order to rewrite Eqs[(43) and (44) in terms)adnd x*, respectively, we have to take a closer look at the ratio
of the sticky-price real marginal production casand its flexible-price counterpazriIeX as given by Eqs[(25)

and [2T):
Kt HV\/tStl_n (45)
W (O-DPA

Combining Eq.[(4b) with the labor supply curte{22), the prctébn function [[(2B), and the condition for Euro
area goods market clearirig {36), we obtain after some miztigor

&+p
Kt Yt
flex [ flex] ’ (46)
Kt Y
wherethIex denotes the domestic flexible-price equilibrium output imsmyby equation[{40). Log-linearizing

this expression around the non-stochastic zero-inflatieaxdy-state yields:
N o ofl
= E+00 -9 = € +p)x (47)

Hence, by using Eq{47), Eq§.{41),1(42).1(43), (44 eaye to:

% = Bt + (B[l - (L= DB + E/ST -5 (48)
K= Bl + Bl - 1)+ NEASA] + L0 - 67 (49)
o = Pl s SZILZOED), 50)
me = BRI+ TN OPEE D e (51)

u; denotes an exogenously given, stationary AR(1) procedsedbrmu; = {yui—1 + nut (0 < ¢y < 1) with the
exogenous error term, assumed to be i.i.dv N(O, o-ﬁu). This AR(1) process can be interpreted as a transitory
cost-push shock reflecting determinants of real marginadiyction cost which do not move proportionally
with the output gap (see Clarids al.|,|[2001).

The two NKPCs represergggregate supplyn both countries and are isomorphic to their closed-ecgnom
counterparts, where EqL_(50) can be interpreted as folldles:positive short-runrade-gf between current
Euro area PPI inflation; 4 and the current Euro area output ggpran be seen. However, this is not really
a trade-d@ to be exploited by policymakers sinaey is also positively related to (discounted) expected Euro
area PPI inflatioBE; 7111 1]

It will turn out to be convenient that the following holds fE{[;‘/tfﬁx] — 9" when we make use of the log-

linear version of the current Euro area flexible-price equiim output according to EqL{#0) and its expected
counterpart:

oflexy _ oflex _ (n-1)(1-p)

Ef52 - 3/ EdAsud] + 2T EfAaual. (52)

E+p E+p
where the transitory productivity shoekis assumed to follow an exogenously given, stationary AR(&@gess
of the forma; = a1 + nat (0 < {3 < 1) with the exogenous error terpg assumed to be i.i.dv N(O, o’%a).
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In consequence, the dynamic IS cunjes (48) antl (49) rearang

% = Edxer + ~Efmea] -+ OEDEE Ve g 1+ S e taanal, (53)
P &+ E+p
1 2 1 1

K= Bl S (ED] T+ T R+ S Bl (54

Since CPI and PPI inflation typically fiier in open economy models (see, €.9., Clagtal.,|2001), we need
two equations linking these two types of inflation rates. ding so, we use the log-linear version of the Euro
area CPI definition{5) and its U.S. analogue:

mn— (N-1)As + &, (55)
mg — DAS + €, (56)

Tt

*

Ty

whereg; is assumed to follow an exogenously given, stationary AR(bEess of the forng = {e€-1 + et

(0 < Ze < 1) with the exogenous error term assumed to be i.i.d~ N(O, o-,zle). Since in reality Euro area
and U.S. CPIs do not only consist of Euro area and U.S. goadsspthe error terna, can be interpreted as a
wedge between the present definitibnl (55) and the realizés. CP

2.6 Diverging interest-rate rules

As mentioned in Sectidnl 1, we model theéfdiences in monetary policy mandates and objectives of tHg EC
and the Fed in terms of diverging Taylor (1993)-type interage rules with feedback of (some of) the endoge-
nous variables. The feedback is introduced to circumvenepevel (and inflation) indeterminacy as shown
by |Sargent and Wallace (1975), which would be associatel puitely exogenous interest-rate targets (see
Woodford , 2003, pp. 101-106, for Neo-Wicksellian cashksd money-in-the-utility-function models such
as the one used in the present article as given with[Eq. (1)).

Consequently, the interest-rate rulefeati to the extent that the Fed is supposed to conduct its nmmyrasécy

by considering current U.S. PPl inflatiefi- andthe current US output gay (dual mandate), while the ECB
imposes its monetary policy by taking into account currddtfP| inflations; 4 only (primary objective). This
difference is due to the fact that all conceivable policy goalk@ECB besides price stability can be interpreted
as secondary:

amty + a)?t_l + Wi, (57)

—
|

-~
|

* % * ¥ *
AU W I + V. (58)

The ECB’s interest rate rule_(b7) can be described as follan(& > 0) denotes the sensitivity of the ECB to
current Euro area PPI inflation,HE In addition, the rule incorporates some degree of inertign@imonetary
policy instrumenti itself, which is measured by the parameier0 < w < 1). The parameter % w, in

5A standard result of optimal non-cooperative monetarygyalinder discretion in a two-country DSGE framework featgrpro-
ducer currency pricing is that central banks should targeteat PPI inflation instead of CPI inflation (see Clarédal.|, [2002).
Moreover, Gali and Monacelli (2005) show within a smalkopeconomy DSGE framework with producer currency prichmaf for
the majority of cases welfare losses in terms of units ofdstestate consumption are lower for a Taylor (1993)-typeriest-rate rule
sensitive to PPl inflation compared to a rule sensitive toiGfRition or to a peg of the nominal exchange rate.

15



turn, measures the degree of adjustment to the zero-inflatieady-state value of the nominal interest rate
i= (1-B)/8, which could also be interpreted as interest-rate target. féature of interest-rate inertia is rather
an empirical finding than an implication of the mandates efdéntral banks (see Woodford , 2003, pp. 95-96).

¢ (¢ > 0)in Eq. [58) denotes the sensitivity of the Fed to the cufte8. output gap, wherer = 0 is assumed

to hold for the ECB. As noted hy Del Negsah al.| (2007), setting one model parameter equal to zero represent
a reduction by one of the many nominal and real frictions isgabby a DSGE model on the data. This will
allow for ceteris paribuscomparisons across model specifications in Secfibns {landEler to assess the
empirical relevance of a friction# O to fit the data in terms of forecasting performance. Sineesigns of the
elasticities of the central banks’ policy instruments td@genous variables are all positive so that they react
counter-cyclically to their changes, the policies can deacharacterized as havingeman-against-the-wind
property (see Claridet al.|,|1999).

The Taylor principle, which states that the monetary auty)a@ught to react to an increase in current PPI
inflation by augmenting its policy instrumemtorethan one for one in order to allow for a determinate rational
expectations equilibrium (see Woodford , 2003, p. 40), ssiased to be fulfilled by both central banks ¢* >

1) later on in Sectiohl4.

Moreover, in Eq.[(57)y; denotes an exogenously given, stationary AR(1) processedbrmv; = {yVi_1 + 1yt
(0 < & < 1) with the exogenous error tergy assumed to be i.i.d~ N(O, O'SV). This AR(1) process can be
interpreted as a transitory monetary policy shock, wheeepgsitive realization of, denotes a contractionary
shock.

Finally, we need an equation expressing the terms of traddwasction of the remaining endogenous variables.
Let us use the log-linear version of Eq._{19), which refds = AINEXR + ff_l, in order to substitute for
Aln EXR in the log-linear representation of current evolution of terms of trade from Eq.[(BO)As =
AINEXR + ”f,F — m 4. Hence, we obtain:

AS = ’i\t—l — ?;k_l + HEF —TtH + dt, (59)

whered; is assumed to follow an exogenously given, stationary AR(dEess of the forngk = £g40i-1 + 7q;t

(0 < &g < 1) with the exogenous error terpy assumed to be i.i.d~ N(O, o-ﬁd). Since in reality condition
(@I9) may not always hold with equality, the error tedncan be interpreted as a wedge between the present
definition [59) and the realized evolution of the terms ofi&ra

In summary, with Egs.[(30)[(51),_(b3], (54). {55), (56).)x5%&8), and[(5P) we have derived a determined

system of nine expectationalffirence equations in nine endogenous variables, which cabadaken to the
data. Henceforth, we will refer to the two-country DSGE mauiéh diverging interest-rate rules &SGE-DIV
(¢ = 0). The model with identical interest-rate rules:(0), in turn, will be referred to aBSGE-SAME

5The Taylor principle in its purest form is not a necessarydiion for equilibrium determinacy for an interest-ratderof type
(&8). Instead, the condition 5*)(1-6*B)(¢+p)/8*(@* — 1)+ (1-B)* > 0 would be a necessary anditient condition for equilibrium
determinacy in case of a contemporaneous interest-raésed Bullard and Mitria , 2002).
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3 The data

We use revised quarterly data for the Euro area of 17 and tBerlinging from 1996Q2 to 2011Q2. The data
are taken from Eurostat (output gaps) and OECD (all otheabkes) and are vintages as retrieved on November
l(é, 2011. This gives us 61 observations for the full sampde historical realizations of the variables see Figure
1

[Figure[1 about here.]

The sample starts in 1996Q2 because no earlier observatiersvailable for CPI inflation for the Euro area
of 17. We use OECD and Eurostat data since these are relinbllpublicly accessible data sources and all
variables are defined in a comparable manner for the two esescof interest. Moreover, we concentrate on
the Euro area of 17 since this is the Euro area as it existeldthmend of 2013.

According to_Smets and Wouters (2005), the convergenceepsowithin the (future) Euro area may — at the
earliest — have started in the mid-1980s. Given the fall eflfon Curtain no earlier than 198990 and
the beginning of the transition of the centrally plannedrecoies in Central and Eastern Europe to market
economies in its aftermath, the start of the convergenceegsowithin the (future) Euro area should safely be
assumed no sooner than the signature of the Treaty on thep&amdJnion (the so-called Maastricht Treaty)
in 1992, which includes the Maastricht convergence cetési entering the third stage of the Economic and
Monetary Union with the view to finally adopting the euro aanmon currency.

The output gapsx x*) are modeled as the natural logarithm of seasonally andimgyday adjusted real GDP
minus potential output. Potential output is proxied by tlead of log real GDP as obtained from the Hodrick-
Prescaott filter (see Hodrick and Prescott , 1997, penaltgrpaterd = 1, 600 for quarterly data) over the whole
sample (1996Q2-2011Q2) since we employ revised data feadlibles and are interested in evaluating ex-
post forecasting accuracy only. This step constitutes atlen from the definition of the output gap as given
in Section[2 and is mainly due to practical consideratioran{availability of consistently defined data for
flexible-price-equilibrium output for the Euro area and th&.). However, Orphanides and van Norden (2005)
confirm that the Hodrick-Prescott filter (among other uriatgr and multivariate measures) is a useful output-
gap estimate as long as revised data are considered.

The output gaps of both economies turned strongly negatitieei course of the financial crisiz in 2009Q1,

X" in 2008Q4) and show signs of a slight recovery no earlier 831 Q1 &) and in 2010Q2X"), respectively.
Besides the run-up to the financial crisis and the crisiff e data also cover the build-up of the new economy
bubble in the late 1990s and its burst in the early 2000s.

PPl inflation ratesA, i) are modeled as the quarter-on-quarter change in per aéa¢diby 100 of the index
of total producer prices (domestically produced goods ablibme and abroad) in manufacturing. We restrict
ourselves to this index since the present model assumefrthatemploy producer currency pricing and that
only final goods are produced and traded.

CPI inflation rates %, 7*) are modeled as the quarter-on-quarter change in per ceidediby 100 of the

“Summary statistics of the variables are available on réques
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Harmonized Index of Consumer Prices (HICP) in case of the Buea of 17 and the U.S. consumer price
index in case of the U.S., respectively. We choose to use i@Rtion instead of the GDP deflator since we
explicitly focus on prices for domestic and imported goaatsefl by households.

At the beginning of the financial crisig: 2008Q4-2009Q2r;, m, 7*: 2008Q4-2009Q1) a short deflationary

period in producer and consumer prices can be observedgelhéne decrease of U.S. price indices is more
severe than of their Euro area equivalents. Over the whaiplea PPI inflation in both economies is more than
twice as volatile as CPI inflation and both U.S. inflation meeas are generally more volatile than their Euro
area counterparts.

The short-run nominal (interbank) interest rates*] are modeled as the 3-month Euro Interbanfte@zd
Rate (EURIBOR) in case of the Euro area (ECB synthetic raasulated using national rates, LIBOR where
available, weighted by GDP prior to 1999Q1) and the rate omoBth nationally traded certificates of deposit
(CDs) issued by commercial banks in case of the U.S., respBgtin per cent per annum divided by 400 minus
0.01 (approximate quarterly zero-inflation steady-datminalreal interest rate fg8 = 0.99). A value of 0.01
also roughly corresponds to tremlizedaverage values for both economies’ short-run quarterlyinahnterest
rates between 1996Q2 and 2011Q2. The below-average vdliiésinoce 2009Q1) andt (since 2008Q1) in
response to the lower main refinancing rates of the ECB anBetdhave have remained in that range until the
end of the sample in 2011(@2.

Finally, we calculate the terms of trad&d) ourselves by using the firstftéierence of the natural logarithm
of the 3-month average of the nominal exchange rate of ewfoSUropean Currency Units, ECUs, prior to
1999Q1) per U.S. dollar plug: minusmy: As = AINEXR + n;‘,F — Mt H.

The terms of trade feature the highest volatility of all nemonomic variables not only due to the impact of
PPl inflation, but also due to the volatile nature of a floatimgninal exchange rate. The advantageousness
of the terms of trade for Euro area output (positive realrgtand U.S. output (negative value) therefore also
changes frequently.

4 Estimation

4.1 Estimation approach and prior distributions

Estimation of the two-country DSGE modeSGE-DIVis carried out by employing Bayesian techniques (see,
e.d.,LAn and Schorfheide , 2007, for a survey on Bayesiamané® in DSGE models). As laid out, e.g., in
Lutkepohl (2005, pp. 222-223), for Bayesian estimatiois iassumed that non-sample information on a
generic parameter vectgr available prior to estimation is summarized in its prior kability density func-
tion (PDF)g(¥). The sample information o@, however, is summarized in its sample PDF givenfigyly,),
which is algebraically identical to the likelihood funatid(y|y). By reweighting the likelihood function by

8We are aware of the fact that the ECB did not operate befoneadari, 1999. This means that the time series used for the Euro
area short-run nominal interest rate during the period fi@®6Q2 until 1998Q4 is a synthetic rate. A rejection of thipraximation
would considerably reduce the already quite limited sanfplethermore, in the case of the U.S., a short-run nominetést rate with
a 3-month maturity had to be chosen, thereby precluding $beofithe Federal Funds Rate, the maturity of which is ovétnig
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an informative prior the so-calledilemma of absurd parameter estimateee An and Schorfheide , 2007) can
be circumvented, which would otherwise result in probalfiyealistic posterior means. That is why pure
maximum likelihood estimation is not as prominent in DSGhneation as Bayesian inference.

The distribution of the parameter vectgrconditional on the sample information containedyinan be sum-
marized byg(yly), which is known as posterior PDF. The posterior distrifnutiwhich contains all information
available for the parameter vecipris proportional to the likelihood function times the prieDF.

Since the posterior distribution cannot be determinedydinally, we have to adopt some type of Monte
Carlo Markov Chain sampling algorithm to simulate the dsttfion of the parameter vectar (see, e.g.,
Christdtel et al.|,12008). In particular, we adopt the Metropolis-Hastinggoathm, whose steps are outlined,
e.g., inKoop (2003, pp. 92-94), consisting of two paraller# Carlo Markov Chains with 250,000 draws al-
together. Before computing the posterior mean and covaei20% of the draws are discarded as burn-in draws
to mitigate the impact of the starting values. All compuias are performed with the DYNARE preprocessor
for MATLAB, which can be downloaded for free fromww.dynare.org.

For the present framework, the parameters introduced inidde@ constitute the parameter vector :=
(N,B,p,&,0,0%, @, ", 1", w, W*, La, £as Lus £ Les Lor Lus 835 s T T O s Oes Tpes Ty O O )’ WhHICH iN-
cludes the eleven structural parameters of which nine dmaated, as well as the autoregressive parameters
(¢) and standard errors() of the nine AR(1) disturbances.

Similar to. Smets and Wouters (2005) and Sahuc and Srnets|)(2008 estimate separate models, we employ
the same priors for both countries. The calibration of theupeter vectoy (prior means, standard deviations
and PDFs) is standard and largely follows Smets and WouR887(. It can be obtained from Talhle 1 together
with the estimation results (posterior distributions) @EGE-DIV. Deviations from the Smets and Wouters
(2007) calibration includeé™ = 0.75 (prior mean only), which is taken from Smets and Wouterg0%3
and| Rubaszek and Skrzypczyhski (2008) implying a some\dmaer a-priori average duration of a price
of 1/(1 - 6) = 1/(1 - 0.75) = 4 quarters. The assumed Gamma prior PDFsfrand* also deviate
from |Smets and Wouters (2007) and follow Legsl.| (2011) because only positive values are plausible if
the aforementioned countercyclidahn-against-the-wingbolicy stance is assumed (see Clamtal. |, 11999).
Moreover, the prior mean af = 0.5 corresponds to the original Taylor (1993) value. We emjih@ysame
calibration for: # 0 as for.* to formulateDSGE-SAMHEprior mean, prior standard deviation, as well as prior
distribution), e.g. to assess this model’s forecastingoperance relative tddSGE-DIV as done in Section
[B. We assume little prior knowledge about the standard ®obthe AR(1) disturbances and therefore assign
Inverse Gamma prior PDFs.

The country sizen = 0.5 is kept fixed throughout estimation because it is no gealyieconomic parame-
ter and set to 0.5 because the Euro area and the U.S. are apgiely equal-sized countries as measured by
both GDP and population. The intertemporal discount fagter 0.99 is also kept fixed because it is often
only weakly identified. A standard value of 0.99 implies apragimate quarterly zero-inflation steady-date
nominafreal interest rate of (28)/8 = 0.01. Altogether, very similar calibrations can be found inestempir-
ical DSGE papers on the Euro area and the U.S. such as thelmsdyaited in Sectionl 1: Smets and Wouters
(2003, 2005); Adolfsoret al.! (2007); Christérel et al.| (2008); Rubaszek and Skrzypczyhski (2008); Edpal.
(2010). This short list does not claim to be exhaustive.
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The chosen calibration ensures that|the Blanchard and K&BB0J conditions (7 eigenvalues larger than 1
in modulus for 7 forward-looking variables) are satisfiedrsthat there is a unique stationary solution to the
determined system of expectationaffeience equation§ (b0), (510, {53).1(54).1(56).] (56)] (&3),(and [(ED),
which render the rational expectations equilibrium deteate. Moreover, the identification toolbox for DSGE
models that is incorporated in DYNARE (see Raito , 2011, fdescription) gives us additional confidence in
the goodness of the chosen calibration. Its Monte Carlaoptivhich uses information about the whole prior
distribution, suggests that all model parameters areifieshthot only at their prior means as indicated in Table
[, but also over a loop of 250 random parameter draws ovemttire @rior distribution.

4.2 Estimation results

Generally speaking, the parameter estimates are in line BEGE parameter estimates obtained by other
authors for the Euro area and the U.S. Nonetheless, it ishwbilte to discuss the estimation results in case
there are dferences to parameter estimates obtained elsewhere itettadure.

The two parameters stemming from household utiliy (1), ittverse of the intertemporal elasticity of sub-
stitution of real consumptiop and the inverse of the elasticity of labor supglyare the same across coun-
tries as identical preferences are assumed. Concepnititge posterior mean of 2.0258 is somewhat higher
than the values obtained separately for the Euro area (139#&ts and Wouters , 2003) and the U.S. (1.38,
Smets and Wouters , 2007). Smets and Wouters (2005) obtalimamestimates of 1.13 (Euro area) and 1.95
(U.S., which is closer to our result), whereas Sahuc and $i#908) obtain more similar values of 1.231 for
the Euro area and 1.282 for the U.S. By contrast, RubaszeBlzgpczynski [(2008) obtain a value forof
only 0.97 for the U.S.

The posterior mean @fof 2.9789 is also slightly higher than 2.503 (see Smets andgt& , 2003) obtained for
the Euro area or 1.83 (see Smets and Wouters | 2007) for théplying that U.S. labor supply is more elastic
than Euro area labor supply. Nonetheless, we also obtawex jposterior mean qf compared t@ indicating
that intertemporal substitution of real consumption on artgrly basis is more elastic than labor supply, which
is plausible.| Rubaszek and Skrzypczyfiski (2008) againiolat similar posterior mean for U.S. data: 1.97.
Also|Smets and Wouters (200%) € 2.00;¢* = 2.88) and Sahuc and Smets (2008)< 2.204;¢* = 2.361)
obtain posterior medians that are within the same rangerastout with U.S. labor supply being more elastic.

At 0.4085, the posterior mean of the Euro area degree of ptickinesss is higher than the posterior mean of

6" (0.3764), whereby both values imply an average durationmiae below but close to two quarters. With
0.905 (see_Smets and Wouters , 2003) for the Euro area andseé&&mets and Woutels , 2007) for the U.S.,
also other authors obtain higher values for the Euro arewithid.S. For instance, Adolfsost al.| (2007) obtain

a value of 0.883 for domestic prices in the Euro area (pastenode), whereas Rubaszek and Skrzypczyhski
(2008) obtain a value of 0.78 for the ULS. Chrifébet al.| (2008) find an even higher posterior mean of 0.921
for Euro area domestic prices, which is in the neighborhdaldesposterior medians found by Smets and Wouters
(2005) and Sahuc and Smets (2008) for both the Euro area arndl &

The posterior mean of the ECB’s sensitivity to PPl inflatios 1.9011 is higher than* = 1.7714 suggesting a
more hawkish stance on inflation on the part of the ECB. Oth#traas obtain similar values such as 1.688 (see
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Smets and Wouters , 2003), 1.710 (see Adolfsbal.|,[2007) (posterior mode), or 1.900 (see Chfi&iet al.|,
2008) for the Euro area or 2.04 (see Smets and Wouters |, 2D@38)(see Rubaszek and Skrzypczyinski , 2008)
for the U.S. Also, the posterior mean of the Fed’s sensjtitatthe output gap*, at 0.0775, is in line with the
literature. Smets and Wouters (2007) obtain, with a pastenean of 0.08, a similarly low sensitivity of the
Fed to the output (gap), which is close to zero. For the mB&EBE-SAMEwith ¢ # 0, we obtain an estimate
of « = 0.0653, which is somewhat lower than the posterior mean of0.0713 obtained in that case.

Interestingly,. Smets and Wouters (200&) € 1.41;0* = 1.49;c = 0.11;* = 0.09) and Sahuc and Smets
(2008) @ = 1.529;e" = 1.831;c = 0.071;* = 0.064) also obtain posterior medians that are in the neigltoarh
of our estimates for the central banks’ sensitivities oraiish and output (gap), but in both cases the ECB
seems to have a more dovish stance on monetary policy thdfetheThe reason for thisfiierence may be
that the samples of these studies (1983Q1-2002Q2 and 1925Q4Q4, respectively) barely overlap with our
period under stuay.

Interest-rate smoothing as measureddayw® is of importance for both central banks. With 0.8493 and

0.8594, respectively, the posterior means are in line wigb® (see_Smets and Wouters , 2003), 0.867 (see
Christdtel et al.},[2008), 0.874 (see Adolfsaet al.|,[2007) (posterior mode) for the ECB and 0.81 (see Smets andef¢o,
2007), 0.76 (see Rubaszek and Skrzypczyriski ,|2008) férede Also Smets and Wouters (2005) and Sahuc and Smets
(2008) obtain similar results.

Similar to.Smets and Wouters (2007), aggregate produgctiyit= 0.9767;¢; = 0.9669) and cost-puslt( =
0.9889;¢;; = 0.9845) shocks are more persistent than monetary policy sh@gk= 0.2831;¢; = 0.2160).
However, the reason why monetary policy shocks turn out tesgepersistent than other shocks is the fact that
the lagged nominal interest rate has already been includéukiinterest-rate rules (interest-rate smoothing).
Also the shocks representing the wedges between the madi@tida and the realization of the CPIs and the
evolution of the terms of trade feature only a low degree afisgence {e = 0.0200;Z; = 0.0306;{q = 0.0237).

[Table[1 about here.]

Since the modes of the posterior distributions and the gostmodes do not deviate much from each other, we
have used a shicient number of draws for the Metropolis-Hastings algonithSimilar to Smets and Wouters
(2007), the generally lower variance of the posterior tdtistions of the model parameters relative to the prior
distributions (see Tablg 1) indicates that the data is médive on the model parameters. Moreover, desirable
acceptation rates of candidate draws according to Robedis (1997) are met across Monte Carlo Markov
Chains (0.2802 and 0.2751, respectiv@/).

%0One caveat concerning the interpretation of the estimatisualts, which however is in line with the empirical findirfgsm the
literature, still needs to be addressed: the posterior mefioth central banks’ sensitivities to the output gapiolethin this study are
very similar in size and close to zero. Therefore, from ameagetric point of view, any quantitative statement in teofiene central
bank putting more emphasis on the output gap than the otlseohze taken with a grain of salt.

0The convergence of parameter estimates can also be deeiffitedfin terms of the univariate convergence diagnostigs b
Brooks and Gelman| (1998), for which the corresponding gsagie available on request. Graphs plotting prior and postdis-
tributions, as well as the posterior modes are also availablrequest.
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5 Forecasting performance

5.1 Rival forecasting models

As noted by Smets and Wouters (2007) or Rubaszek and Skrz#vgldz (2008), unconstrained VARSs that are

estimated using ordinary least squares or pure maximurihide are often overparameterized and may there-
fore perform poorly in forecasting. This finding and a siméatimation methodology makes Bayesian VARS
(BVARS) natural atheoretical benchmarks to DSGE modelgloing so, we employ the Sims (2003) variant

of the so-called Minnesota or Litterman prior for BVAR es#tion and forecasting, which is incorporated in

DYNARE. The Minnesota prior is an informative prior devedapby and specified in Doaet al.| (1984) on

an otherwise unconstrained VAR with intercept, which ingmrestrictions on the longer lags of a VAR rather
than eliminating them (see, e.g., Gupta and Kabundi ,2@tImbre details).

We follow [Smets and Wouters (2007) concerning the calibnatf the various prior parameters: the decay
parameter is set to 1.0 (so-called linear decay), the duaghtness to 10 (representing a comparatively loose
prior on own lags), the parameter determining the weighthensum of cofficients or own-persistence to 2.0,
and the parameter determining the weight on the co-pensistis set to 5.0. For the purpose of out-of-sample
forecasting, we draw 10,000 random samples from the postaistribution.

Table[2 presents the posterior predictive ability of caatiidival forecasting models in terms of the models’
log data density, which is obtained from the modified harmenean estimator as in Geweke (1999) in case
of DSGE models. As can be seddSGE-DIV attains a higher value thddSGE-SAMEMoreover, we will
employBVAR(1)andBVAR(2)as atheoretical time-series benchmarks since log datatylelesays as the lag
order increases beyond:2.

Calculating Bayes factors aslin An and Schorfheide (200 8skess the ex-ante posterior predictive ability
of DSGE-DIVand the three remaining rival modd$SGE-SAMEBVAR(1)and BVAR(2) we conclude that
DSGE-DIVis expected to slightly outperfor@SGE-SAMEBayes factor o&'), thus corroborating our idea
of a model with diverging interest-rate rules being abledtdy capture the real behavior of the ECB and the
Fed. However, both BVAR benchmarks are expected, basedfisayd®: (1961, p. 432), to (almoatecisively
outperform bottDSGE-DIVandDSGE-SAMHEsee Roberét al.|,12009). This may illustrate the flexible nature
of the BVAR structure being able to capture turning pointthm business cycle, e.g., the onset of the financial
crisis, more easily than the more rigid DSGE structure w#hiime-constant parameters.

[Table[2 about here.]

After employing Bayesian model comparison to determinefale final rival forecasting models, we evaluate
their ex-post pseudo-out-of-sample forecasting perfogady conventional measures of forecasting accuracy
based on dynamic forecasts of the nine endogenous variablesms of the predictive mean for forecast
horizonsh = 1, ..., 4 while using expanding windows. This means that each medeléstimated on a quarterly
basis, while starting from the sub-sample 1996Q2-2006@loftervations) and expanding the estimation

This deterioration continues f@VAR(5)andBVAR(6) which are not shown here. Using CPI instead of PPI inflatadas in the
interest-rate rules would result in a deterioration of past predictive ability, which corroborates the importarof using PPl inflation
rates in a two-country DSGE framework that features prodageency pricing.
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window up to sub-samples 1996Q2-2011Q1 (60 observatianis fo01), 1996Q2-2010Q3 (59 observations
for h = 2), 1996Q2-2010Q3 (58 observations foe 3), and 1996Q2-2010Q2 (57 observationstoct 4),
respectively. Altogether, this deliveflg = 21 (forh = 1), T, = 20 (forh = 2), T3 = 19 (for h = 3), and
T4 = 18 (forh = 4) counterfactual observations. Due to the computationaldn associated with full-fledged
Metropolis-Hastings iterations, we pursue the quartergstimation of the two DSGE models with one Monte
Carlo Markov Chain consisting of 125,000 draws only, wheéd&zre discarded as burn-in draws.

Using the expanding windows (or recursive) forecastingnegue also corresponds to a “natural” practitioner’s
situation, where all information available up to the forgtoarigin is used for forecasting. Thus, we implicitly
allow for the financial crisis from the second half of 2007 amngvas the sub-samples for the first estimations as-
sociated with the forecasting evaluation exercise alresdyprior to 2007Q3. Subsequent estimation windows,
however, include the crisis period.

5.2 Measures of forecasting accuracy

As measures of forecasting accuracy we employ the traditi@mot mean squared error (RMSE, see Table 3)
and mean absolute error (MAE, see Tdble 4), whereby the listt@ore sensitive to small deviations from
zero, but less sensitive to large deviations since it is ootputed based on squared losses (see Chatfield ,
2001, p. 150). In general, a better forecasting accurachefSGE models relative to the BVAR models
would justify the constraints in the DSGE model as imposeédiynomic theory relative to the unconstrained
BVAR specification (see Rubaszek and Skrzypczyhski ,|208Bhilar reasoning holds when we compare the
performance of the less restrictB6GE-DIVwith the performance dDSGE-SAME

In Tabled B andl4, cells that are shaded in gray denote thdestnairors among DSGE models, while values
in boldface denote the smallest overall errors among rivedasting models. In general terms, Euro area and
U.S. PPlinflation, as well as the terms of trade are mdiedlt to predict across models and forecast horizons,
which underlines the volatile nature of producer prices mominal exchange rates. At forecast horizoa 1,
DSGE-DIVdelivers more accurate results across variables in terrhstbfRMSE and MAE for all variables
among DSGE models. When we increase the forecast horizbi-tg, ..., 4, DSGE-SAMESs gaining ground

at the expense dPSGE-DIV, especially when predicting the output gaps, Euro area @®FP®| inflation, as
well as the short-run U.S. nominal interest rate. HoweuargatherDSGE-DIVproduces smaller forecasting
errors tharDSGE-SAMEN 24 (RMSE) and 25 (MAE) out of 36 cases each, respectively.

BVAR(2) in turn, often delivers the most accurate forecasts insedhRMSE (14 cases) and MAE (18 cases)
among all rival models, followed bBVAR(1)(RMSE: 10 cases, MAE: 12 cases), thereby corroborating the
comparably good forecasting performance of Bayesian wetttmregressions in the forecasting literature.

Nonetheless, the DSGE models often deliver the smallesath\®RMSE for Euro area and U.S. PPI inflation,
U.S. CPlinflation, and the terms of trade. Among th&®GE-DIV(10 cases) is characterized by the smallest
overall RMSE for U.S. PPl inflation (fdn = 1, 2, 3,4), the terms of trade (fdn = 1,2,4), U.S. CPl inflation
(for h = 1,2), and Euro area PPI inflation (for= 2) and lies therefore in level witBVAR(1) DSGE-SAME
however, is only able to produce the smallest overall RMSEdases: Euro area PPl inflation (foe 3) and

the terms of trade (foh = 3). Pertaining to the MAE, the DSGE models (6 cas#SGE-DIVonly) are only
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able to deliver the overall smallest values for a narrowageaof variables and a smaller number of forecast
horizons: Euro area (fdr = 3) and U.S. (foh = 2) CPI inflation, and the terms of trade (for= 1, 2, 3,4). In
18 case8BVAR(2)is the most accurate model, in 12 caBAAR(1)

One puzzling result of this forecasting evaluation exercismains to be addressed, namely the ostensible
contradiction that the DSGE models perform so wepractice(see TableS|3 arid 4) despite being characterized
ex ante by a relatively mediocre posterior predictive abilsee Tabl€]2). The solution to this puzzle is the
quarterly re-estimation of the models, which makes thae fparameters quasi time-variant. Consequently,
both DSGE specifications are gaining ground in terms of fleiltowards capturing turning points in the
business cycle, e.g., the onset of the financial crisis| ($&e2tiS et al.| | 2014, for an overview).

[Table[3 about here.]
[Table[4 about here.]

Finally, since the traditional measures of forecastingieaxxy such as RMSE or MAE do not indicate whether

a particular model such a3SGE-DIV significantlyoutperforms or underperforms its competitors, we have to
consult the Harvey-Leybourne-Newbold (HLN) statistic goual predictive accuracy developed by Hareg\al.

(1997), which corrects the original Diebold-Mariano stti on equal predictive accuracy (see Diebold and Matiano ,
1995) for small samples. The test statistic is t-distridutéth T — 1 degrees of freedom under the null hypoth-

esis hypothesis of equal forecasting accuracy of two rivadefs.

In line with|Rubaszek and Skrzypczyhski (2008), the long-variance in the denominator of the HLN test
statistic is estimated in line with the Newey and West (198dfedure using a modified Bartlett kernel, where
the truncation lag is dependent on the number of obsenstas proposed by Newey and West (1994). For
calculating the HLN test statistic, we use squared lofsmintials between two rival models in the numerator.
A negative sign of the values in Tablé 5 indicates a smallss Wiferential of DSGE-DIV, a positive sign a
smaller loss dterential of the respective rival model*) denotes significance of the HLN statistic at the 5%,
(*) at the 10% level.

As noted by Wang! (2009), in the presence of nested modelh é8i2SGE-DIVandDSGE-SAMEthe HLN
statistic has a non-standard asymptotic distribution aststfor equal predictive forecasting accuracy tuned
to nested models such as the one suggested by Clark and Ne@r§2001) should be preferred in principle.
However, Wang [(2009) also refers|to Giacomini and White €00ho derive that Diebold-Mariano type
test statistics are still asymptotically standard-notyndistributed for nested models when rolling estimation
windows are employed (Theorem 4). The same authors notehisateasoning also holds for expanding
estimation windows (see Giacomini and White , 2006) so thatHLN statistic on equal predictive accuracy
can still be employed for the present choice of rival forogsmodels.

[Table[3 about here.]

As we can infer from Tablg]5, the null hypothesis of equal dast accuracy cannot be rejected at the 1%
significance level in any case. However, we see some rejeofithe null hypothesis of equal forecast ac-
curacy at the 5% and 10% significance levels, especiallyHorter forecast horizons. With only 13 out of
108 total cases, the number of cases with significaiféminces of forecasting accuracy between rival models
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is comparably low. AlthougiDSGE-DIVis characterized by smaller RMSE and MAE values compared to
DSGE-SAMEacross variables and (almost all) forecast horizons, thigasformance is — apart from one case
(U.S. PPl inflation forh = 2) — not statistically significant. As indicated by many @ielowest RMSE and
MAE values, the BVAR benchmarks (10 cases altogether) anlyjacharacterized by a significantly better
forecasting performance th&SGE-DIVfor the Euro area (foh = 4) and the U.S. output gaps (for= 1),
Euro area CPI inflation (foh = 2), and the U.S. short-run nominal interest rate ffof 1,2). Nonetheless,
DSGE-DIVretains its good forecasting accuracy for the terms of teedebserved from the RMSE and MAE
given in Table§13 and 4 also in terms of the HLN statistictfer 2, 3 relative toBVAR(1) Altogether, the null
hypothesis of equal forecast accuracy can seldom be rdjémtéorecast horizonk = 3, 4.

The reason why the four rival forecasting models can onlglyanutperform one anothesignificantly most

likely, is the use of the expanding windows forecasting émhe: based on Monte Carlo simulations, Pesaran and Pick
(2011) find that averaging forecasts ovelfelient estimation windows almost always leads to a lower RMSE
relative to forecasts that are based on rolling estimatimaows, even in the presence of structural breaks. The
authors confirm this general result by an application to e rdata.

6 Conclusion

The main findings of this article can be summarized as folloWwsterms of the RMSE and the MAE, the
DSGE model with diverging interest-rate rules outperfothes DSGE model with identical interest-rate rules
in almost 70% of all cases for almost all variables acrosedast horizons, whereby the improvements in
forecasting accuracy are most prominent for one-qualtea@ predictions. It also compares well with the two
BVAR benchmarks of lag order 1 and 2, especially for U.S. poed- and consumer-price inflation, and the
terms of trade, as for the latter it attains the overall sesalRMSE and MAE for (almost) all horizons.

To a certain extent this improvement relative to ex-antdiptive ability is due to the quarterly re-estimation of
the DSGE models, which makes their free parameters quasiariant and, hence, the model structure itself
overall more flexible towards capturing turning points ia business cycle, e.g. the onset of the financial crisis.
However, for forecast horizons one and two we mostly findiSgantly better forecasting accuracy in terms
of HLN statistics for the benefit of Bayesian benchmarks .oflyr forecast horizons three and four, the null
hypothesis of equal forecasting accuracy can seldom betedj@cross models. The reason why the four rival
forecasting models can only rarely outperform one anathygificantly most likely, is the use of the expanding
windows forecasting technique.

The overall picture of our analysis is that allowing for diyiag interest-rate rules in DSGE forecasting is
worthwhile for the following reasons. First, the DSGE modgh diverging interest-rate rules attains lower
RMSE and MAE values across variables and forecast horizonmgpared to the DSGE model with identical
interest-rate rules, thus corroborating the importandbetifferences in the mandates of the ECB and the Fed.
Second, the model also compares well with the BVAR benchsyadpecially for U.S. producer- and consumer-
price inflation, and the terms of trade. This is worth emptiagisince BVAR benchmarks frequently forecast
better than DSGE models as can often be seen in the literafinied, to the best of our knowledge, we are
among the first to address the issue of diverging interestrtdes within a two-country DSGE framework of
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the Euro area and U.S. economies, which is one of the keyibotitms of this paper.
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Table 1: Prior and posterior distributions of the strudtparameters oDSGE-DIV

Parameter  Prior distribution Posterior distribution

PDF Mean Std. Dev. Mode Std. Dev. Mean 90% Conf. Int.
e Normal 1.5 0.37 2.0317 0.2333 2.0258 1.6138 2.4309
& Normal 2.0 0.75 2.9385 0.6699 2.9789 1.8700 4.0339
) Beta 0.75 0.1 0.4171 0.0399 0.4085 0.3425 0.4760
o* Beta 0.75 0.1 0.3828 0.0374 0.3764 0.3156 0.4397
a Gamma 1.5 0.25 1.8570 0.2234 1.9011 1.5216 2.2713
a* Gamma 1.5 0.25 1.6891 0.2324 1.7714 1.3772 2.1661
I Gamma 0.5 0.2 0.0607 0.0270 0.0775 0.0264 0.1240
w Beta 0.75 0.1 0.8685 0.0677 0.8493 0.7500 0.9567
w* Beta 0.75 0.1 0.8772 0.0635 0.8594 0.7630 0.9576
la Beta 0.5 0.2 0.9772 0.0082 0.9767 0.9643 0.9906
& Beta 0.5 0.2 0.9685 0.0109 0.9669 0.9495 0.9895
Lu Beta 0.5 0.2 0.9931 0.0046 0.9889 0.9795 0.9983
o Beta 0.5 0.2 0.9900 0.0068 0.9845 0.9718 0.9975
le Beta 0.5 0.2 0.0174 0.0106 0.0200 0.0038 0.0350
I Beta 0.5 0.2 0.0260 0.0145 0.0306 0.0069 0.0523
Oy Beta 0.5 0.2 0.2890 0.0350 0.2831 0.2255 0.3435
Iy Beta 0.5 0.2 0.2187 0.0290 0.2160 0.1671 0.2650
e Beta 0.5 0.2 0.0195 0.0126 0.0237 0.0039 0.0414
Oa Inv. Gamma 0.1 +0c0 0.0347 0.0117 0.0411 0.0199 0.0624
O Inv. Gamma 0.1 +00 0.0360 0.0114 0.0435 0.0194 0.0701
T Inv. Gamma 0.1 +00 0.0235 0.0044 0.0256 0.0172 0.0335
o Inv. Gamma 0.1 +0c0 0.0308 0.0057 0.0331 0.0227 0.0427
O e Inv. Gamma 0.1 +00 0.0231 0.0020 0.0235 0.0200 0.0270
O Inv. Gamma 0.1 +0c0 0.0257 0.0023 0.0262 0.0224 0.0301
Ty Inv. Gamma 0.1 +00 0.0195 0.0025 0.0204 0.0161 0.0246
o Inv. Gamma 0.1 +00 0.0301 0.0046 0.0322 0.0241 0.0402
Tna Inv. Gamma 0.1 +0c0 0.0442 0.0039 0.0450 0.0384 0.0513

Note: The calibration primarily follows Smets and Woutels (2Z00Posterior results are obtained
from estimating over the full sample (1996Q2-2011Q2). WelesnMATLAB’S fmincon optimiza-

tion routine to retrieve the posterior modes.
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Table 2: Posterior predictive ability of
candidate rival forecasting models (log
marginal data density).

DSGE-DIV 1,737 BVAR(l) 1,835
DSGE-SAME 1,721 BVAR(2) 1,842
BVAR(3) 1,819
BVAR(4) 1,817

Note: The log data densities of candidate ri-
val forecasting models that are not ultimately
used are given in gray.
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Table 3: Root mean squared errors of rival forecasting nsodel

Horizon  Model X X TTH T n n i i" As

ce

h=1 DSGE-DIV 0.00949 0.01060 0.01379 0.02517 0.01060 0.01085 0.00231 0.00344 0.03617
DSGE-SAME 0.00974 0.01133 0.01464 0.02582 0.01136 0.012890313 0.00373 0.04083
BVAR(1) 0.00766 0.00746 0.01335 0.02701 0.01030 0.01176001@6 0.00133 0.04370
BVAR(2) 0.00671 0.00713 0.01209 0.02629 0.00879 0.01174 0.00100 0.00135 0.04304

h=2 DSGE-DIV 0.01545 0.0154¢ 0.01590 0.03053 0.01035 0.01210 0.00370 0.00539 0.03975
DSGE-SAME = 0.01444 0.01528 0.01638 0.03180 0.01099 0.01403 0.00507 0.005484210
BVAR(1) 0.01321 0.01244 0.01657 0.03389 0.00555 0.01414 0.00225 0.00254 0.06461
BVAR(2) 0.01294 0.01288 0.01592 0.03215 0.00582 0.01300.00224 0.00278 0.05358

h=3 DSGE-DIV 0.01994 0.01826 0.0161 0.02996 0.01042 0.01335 0.00470 0.00646 0.04419
DSGE-SAME = 0.01831 0.01776 0.01599 0.03013 0.01019 0.01380 0.0059: 0.00604 0.04286
BVAR(1) 0.01725 0.01525 0.01655 0.03378 0.01022 0.01277 0.00338.00341 0.07129
BVAR(2) 0.01719 0.01615 0.01646 0.03157 0.00951 0.01135 0.003320.00378 0.05589

h=4 DSGE-DIV 0.02407 0.02068 0.0166 0.02910 0.00984 0.01226 0.00544 0.00722 0.04391
DSGE-SAME ' 0.02178 0.02001 0.01635 0.02936 0.00994 0.01371 0.006 0.00646 0.04503
BVAR(1) 0.02018 0.01628 0.01574 0.03073 0.00653 0.01139 0.00414 0.00394 0.06392
BVAR(2) 0.01988 0.01727 0.01677 0.02946 0.006730.01052 0.00401 0.00432 0.05280

Note: Cells that are shaded in gray denote the smallest RMSE am8@nodels, while values in boldface denote the smallest
RMSE among all rival forecasting models.
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Table 4: Mean absolute errors of rival forecasting models.
Horizon  Model X X T ol n ™ i [ As
h=1 DSGE-DIV  0.00651 0.00817 0.01073 0.01861 0.00882 0.00827 0.00151 0.00263 0.02860
DSGE-SAME 0.00749 0.00878 0.01104 0.01879 0.00965 0.009890246 0,00269 0.03289
BVAR(1) 0.00510 0.00550 0.00923 0.01796 0.00942.00823 0.00068 0.00106 0.03280
BVAR(2) 0.00427 0.00518 0.00815 0.01750 0.00808.00870 0.00069 0.00103 0.03236
h=2 DSGE-DIV | 0.01156 0.01254 0.01246 0.02210 0.00920 0.00874 0.00263 0.00408 0.03042
DSGE-SAME  0.01204/ 0.01178 0.01273 0.02405 0.00951 0.01107 0.00; 0.00381 0.03243
BVAR(1) 0.00970 0.00938 0.01077 0.02116 0.00413 0.00988 0.00145 0.00215 0.04752
BVAR(2) 0.00859 0.00924 0.01111 0.02112 0.00451 0.00876 0.00139 0.00220 0.04036
h=3 DSGE-DIV 0.01649 0.0151Z 0.01311 0.02446 0.00817 0.01053 0.00341 0.00482 0.03367
DSGE-SAME | 0.01539 0.01408 0.01313 0.02445 0.00849 0.01098 0.0047 0.00442 0.03532
BVAR(1) 0.01336 0.01187 0.01113 0.02236 0.00912 0.00887 0.002130.00270 0.05334
BVAR(2) 0.01258 0.01203 0.01121 0.02158 0.00835 0.00820 0.00206 0.00288 0.04046
h=4 DSGE-DIV 0.02039 0.01757 0.0134 0.02283 0.00828 0.00992 0.00424 0.00556 0.03519
DSGE-SAME | 0.01755 0.01561 0.01331 0.02344 0.00774 0.01069 0.0055' 0.00530 0.03610
BVAR(1) 0.01607 0.01359 0.01117 0.02196 0.00515 0.00824 0.00278 0.00325 0.04646
BVAR(2) 0.01559 0.01402 0.01244 0.02178 0.00553 0.00726 0.00270 0.00341 0.03655

Note: Cells that are shaded in gray denote the smallest MAE amorgED8odels, while values in boldface denote the smallest

MAE among all rival forecasting models.
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Table 5: Harvey-Leybourne-Newbold (HLN) statistics ofafiforecasting models relative @SGE-DIV.

Horizon DSGE-DIVvs. x X TTH Ty n r i " As
h=1 DSGE-SAME  -0.2669 -0.6928 -1.1362 -0.8909 -04791 -17086 -11429 -0.3384 -1.0695
BVAR(1) 14479 20624 03779 -05667 01772 -0.7233 15376  2.0938* -0.9528
BVAR(2) 14150 18366 12707 -04090 10715 -0.7647 15249  21322* -09191
h=2 DSGE-SAME 04734 01755 -1.2375 -22650" -0.5958 -1.2147 -1.1428 -0.0334 -0.6118
BVAR(1) 13259 17504 -0.2800 -0.7618  21446* -1.0276 15369 1.901F -1.7749
BVAR(2) 14989 14632 -0.0121 -0.4844  21322* -0.7272 14742 18670 -1.4997
h=3 DSGE-SAME 07589 02995 05172 -0.3984 01758 -0.1439 -11062 03030 03273
BVAR(1) 13780 13127 -0.1465 -0.6837 00971 04841 13864 16416 -1.7887
BVAR(2) 18332 10330 -0.1222 -04511 04154 10396 13666 15369 -1.4481
h=4 DSGE-SAME 11263 02433 08643 -0.5496 -0.0652 -0.5429 -10420 05392 -0.3609
BVAR(1) 16329 11545 04561 -0.3652 12323 06235 13020 14240 -1.3564
BVAR(2) 18741 10899 -0.0492 -01224 11698 12638 14164 13905 -1.0125

Note: A negative sign of an HLN value indicates a smaller squared ttiferential of DSGE-DIV, a positive sign a smaller loss

differential of the respective rival modet:) denotes significance of the HLN statistic at the 5% af the 10% level.



Figure 1: Historical realizations of variables.
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Source:Eurostat and OECD (1996Q2-2011Q2).
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