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Abstract 

This thesis aims at defining the opportunities and advantages a company in the 

medical sector can acquire with the aid of data science. Among the resulting 

possibilities, the focus lies also on the different methods, approaches and subfields of 

data science as well as positive examples and ethical considerations. 

Data collection, processing, and evaluation are just logical steps as more and more 

information becomes accessible. Every year, more data is produced than in the 

previous year and the methods with which this data can be examined are also growing 

rapidly. 

Besides all these theoretical aspects, a data collection and subsequent analysis of data 

from a company in the medical field will be carried out for a better understanding of 

the topic covered. The experiment is based on a machine learning algorithm. 

This self-conducted data research and the following analysis are a step forward to 

understand what in general data science is about and how it can be used to give 

advantages to companies, research institutions, non-profit organizations and more as 

well as to the patients themselves. Also, possible third parties like insurance 

companies for example can profit from such findings. The goal of every field of science 

is to bring the public and individual groups further forward. 

The usage of data science has already shown remarkable results in the medical 

industry as well as in all other fields where it is applied. 

Especially the field of medicine looks promising to be one of the biggest beneficiaries 

of these modern methods. 
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1 Introduction 

According to statistics, in order to optimize every little uncertainty in all internal 

processes, 53% of companies make use of data science (Columbus, 2017). In general, 

the gathering, evaluation, and interpretation of big data sets, seems to get 

increasingly important when it comes to customer related information (Blei & Smyth, 

2017). 

One can imagine that such processes, like investigating huge data sets and draw useful 

conclusions out of it is a costly approach to gain maximum insight, especially when 

companies have thousands or millions of customers. 

Companies therefore use science to maximize their profits and gain advantages over 

competitors. But, when it comes to the medical industry and medical patients´ data, 

through proper data evaluation, both sides can benefit from it (Banerjee et al., 2017). 

Through this, personalized medicine and specific individual treatments can be 

achieved, not only when it comes to acute medicine or diseases, but also in terms of 

health care (Terkola et al., 2017). 

Data evaluation particularly has a special meaning in the medical industry because 

resulting opportunities for companies are strongly connected to the benefits the 

patients gain from the process. This makes the topic even more important and 

interesting.  

In this thesis it is shown how smaller companies which do not have huge monetary 

support are also able to conduct useful analyses. Data is everywhere, exceptionally in 

medical facilities on the basis of all the processes and treatments that include several 

medical values. Based on an on-hand case study where medical data of a medical 

institution is evaluated, it is demonstrated what opportunities a company, that usually 

does not investigate patient´s data, can gain. Of course, such processes also consist of 

challenges as well like the anonymization and security of the data (Armstrong, 2017).  

Whenever there is a challenge there is always a resulting opportunity and in this case 

it is a better coordination and handling of important medical findings from which the 

patient as well as the company benefit.  

Besides the case study to literally show what such process is about and to give a better 

understanding, several questions are dealt with in this thesis.  

First, there are a few questions that must be answered to give a basic understanding. 

What are the different methods and subject areas of data science? What is data 
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prediction? How can a company find the perfect way to start off with their data 

collection? The next step is implementing the found aspects to the strategy. In which 

ways can medical companies benefit through data science? How far goes data 

research of big companies and do they have any boundaries or ethical considerations? 

With use of these questions and the conducted on-hands case study the goal is to 

prove that analysis and evaluation of data pay off every time it is carried out, along 

with raising awareness of modern procedures like data science as well as data 

prediction, in particular the Random Forest model. 

The first part of the thesis after the introduction, the literature review, lists various 

journal articles, research chapters, and academically relevant literature related to 

data science. The core statements as well as important definitions and classifications 

are described so that a better understanding of the material is possible. All the 

individual subchapters of this part have a significant meaning for the thesis and are 

arranged in a more and more in-depth way. 

The next chapter, methodology serves as an overview of the strategies and general 

approaches used in this thesis. The methods for the literature review and the 

experiment are explained. The method of the experiment is described, and limitations 

and difficulties are discussed. 

In the fourth chapter, data analysis and results, and also all aspects related to the 

analysis are covered. Started from an overview of the data, through the analysis itself 

to the results and interpretation. At the end of the chapter the benefits for the 

medical company as well as the recommendations that can be given are reported. 

Another point that is considered is the further research that would be possible on the 

basis of this thesis. 

In the last chapter, summarizing conclusions are drawn and a look into the future is 

also given. Following is a list of abbreviations which also serves as an explanation as 

well as the bibliography and the appendix. 
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2 Literature Review 

2.1 Data Science 

Data science is a twenty-first-century buzzword and umbrella term for many different 

types of work (Juavinett, 2020). However, mostly it refers to work processes that deal 

with organizing, analyzing, and structuring data. The collection and storage of data 

also play a very important role in this scientific field. Juavinett´s work is of importance 

for this thesis as she also deals with the connection between data science and 

medicine.  

Data science has attracted a lot of attention, promising to turn vast amounts of data 

into useful predictions and insights (Blei & Smyth, 2017). Their work focuses mainly 

on the different components of data science, which of course is of crucial importance 

for this thesis. It combines programming skills with knowledge of mathematics and 

statistics. Of course, industry-specific expertise is also required, depending on the 

area of application. The benefit of this is that it allows useful knowledge to be 

generated from large quantities of data that are usually far too large for a human to 

sift through. For this reason, the term Big Data is often being used. But of course, the 

same is possible with smaller and more manageable datasets. Big data offers unique 

analytical opportunities to reveal patterns that may otherwise have gone unnoticed 

(Ricker, 2018). On the grounds of this, this field of science is interesting to so many. 

According to Sieber & Tenney (2018) the hype surrounding data science affects all 

areas of social life and shapes the way researchers deal with digital data. 

A new era in the handling and processing of data. The aim is to describe, predict, and 

ultimately optimize or learn. Before the different methods can be applied, however, 

the data must be collected. 

As Baker & Henderson (2017) wrote, there are huge amounts of data available, to stay 

in the technical jargon, Big Data. Most of this data is stored in data collections, so-

called databases, which do not offer public access (Landgraf, 2018). That is why the 

main operators are mostly large companies. Large companies not only have the 

monetary resources, but they also have comprehensive data on customers. Providers 

of apps or digital goods are particularly well equipped with data. This is because most 

apps require access to sensitive data on users' devices. But data can be obtained in 

many ways. In today's digital world, everyone leaves their mark in the form of data, 



 
 
 
 
 

8 
 

intentional as well as unintentional. Whether grocery stores or medical facilities, data 

is collected everywhere that can be evaluated. Among digital and analog data 

gathering there are several methods to gather information without investigating 

these huge databases that were already mentioned. Especially popular are surveys, 

interviews, observations, online tracking, and social media monitoring according to 

Harvard Business School Online (2021). In this way, data can be generated that is 

tailored to the purpose of the data collection and thus has an advantage over data 

collected from large databases. 

Parsons (2017) explains the definition of data evaluation, namely the systematic and 

empirical analysis and the consequent conclusions that can be drawn from data. His 

work is especially important for this thesis as he describes, along with the definition, 

the different methods of evaluation and declares how to correctly evaluate to 

maximize effectiveness and quality. Another crucial step in the evaluation is to 

separate the gathered information into two sections, data that can be used and data 

that cannot be used in the process. Venezia (2018) explains how to filter out the 

relevant data using tools that can facilitate the process. For this step it is important to 

choose the proper evaluation method for the specific research approach.  

Shu (2020) stated that large and complex data sets displayed in tables often disguise 

certain patterns and systematics. Her work is of great significance for this thesis in 

terms of the conducted analysis of a medical institution and the resulting evaluation 

and visualization. 

2.2 Data Prediction / Predictive Analytics 

Cetintemel (2018) describes that predictive analytics refers to the application of 

different analytical procedures. According to the author, this is about data-driven 

modeling, mining, and learning from historical data to make predictions about missing 

or incomplete data values or patterns. 

Data prediction is often used in connection with predictive analytics, and it deals with 

the combination of prediction tools and already collected data. The basic idea is to 

make predictions as accurately as possible. Like other methods and procedures, data 

prediction is an integral part of data science. Terms, such as data prediction and 

predictive analytics, are the building block for this thesis as this is the basis of the 

experiment. It is important to mention, that there is a difference between data 
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prediction and predictive analytics. Data prediction is when machine learning 

attempts and statistics are used to process historical data to predict events in the 

future. Predictive analytics, on the other hand, is when patterns and trends can be 

filtered out from data to help with future decisions. Fairly accurate data forecasting 

can therefore bring benefits in many industries and sectors, such as finance and 

healthcare. To bring predictive analytics in connection with medicine the work of 

Michard & Teboul (2019) indicates similar paths we took in this thesis. In their journal 

article they describe the opportunities that emerge through the enormous amounts 

of clinical data fabricated by electronic medical records and physiologic monitors. The 

two authors clarify that high performance computers are capable to detect clinical 

deteriorations through applying machine learning and predictive algorithms. The 

authors also address the random forest model which is explained in another chapter.  

Furthermore, the publishers write that scientists have succeeded in creating a 

predictive algorithm to forecast the risk of mortality of patients. Having the certainty 

that such procedures work, the findings give support for this thesis. This algorithm is 

called ICU learning algorithm (ICULA) and further explanations as well as more details 

at the procedure are declared by Pirracchio et al. (2015). The ICULA is a so-called 

ensemble machine learning method that makes use of many different learning 

algorithms to achieve excellent prediction results. The algorithm works with so-called 

severity scores and generates much more accurate forecasts than any other similar 

method using severity scores (Pirracchio et al., 2015). Breakthroughs like this inspire 

even more widespread use and development of such algorithms. 

2.3 Machine Learning Algorithms 

Machine learning algorithms are computer procedures that use pattern recognition 

to produce the desired result (Liu et al., 2019).  Their work mainly revolves around the 

usefulness and application of machine learning algorithms which makes it highly 

essential to this thesis. Liu et al. (2019) further state that to take full advantage of the 

information accessible analysts must be able to examine and visualize large amounts 

of data in a timely manner. The main objective is to generate artificial knowledge 

based on empirical values. As its name implies, the machine learns by example and 

can later apply what it has learned in many ways. 
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Mullainathan & Spiess (2017) declare that that the final breakthrough of machine 

intelligence has both statistical and computational reasons. In their article, they 

discuss how machine learning algorithms became possible in the first place and how 

the shift from procedural learning to empirical learning played a role in their creation. 

For this thesis, the work of Mullainathan & Spiess (2017) has a tangible significance 

since the analysis and prediction in the experiment are performed using a machine 

learning algorithm. 

“Machine learning algorithms are motivated by the mission of extracting and 

processing information from massive data which challenges scientists and engineers 

in various fields such as biological computation, computer vision, data mining, image 

processing, speech recognition, and statistical analysis“(Zhou, 2015). Furthermore, he 

explains that clustering, classification, feature selection, ranking, and backstepping 

are all tasks of machine learning algorithms. There are also three different types of 

algorithms, namely unsupervised machine learning algorithms, supervised machine 

learning algorithms, and a mixture of the two, semi-supervised machine learning 

algorithms. He discusses the types of machine learning algorithms in his paper. For 

the analysis afterwards it is advantageous to understand the diverse types. 

According to Saraswat (2022) the goal of supervised learning is to set up an exact 

model of the distribution of class identifiers in terms of predictive characteristics.  

The core of supervised machine learning algorithms is therefore to command the 

machine or computer to use this empirical data to solve a specific problem. Or, as in 

the experiment later, to gain more knowledge that can then in turn be used to 

optimize processes and generally create more clarity about the data. He explains 

subsequently that these algorithms usually perform classification tasks in the world, 

such as distinguishing regular emails from spam. 

This research heavily relies on the work of Balakrishna and Anandan (2020) on the 

application of supervised machine learning algorithms in disease prediction. Their 

work highlights the importance of such algorithms in predicting diseases and how they 

relate to the decline in mortality rates for some diseases. A good knowledge of the 

potentials of these algorithms becomes possible by including their work. The best-

known machine learning algorithms include linear regression, logistic regression, 

support vector machines, random forest, naive bayes algorithms and so on. 
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2.4 Random Forest 

Random forest is a supervised machine learning algorithm that mostly deals with 

regression and classification tasks. According to Vens (2013), random forest is an 

ensemble of random decision trees that makes forecasts by performing a combination 

of the forecasts of the separate trees. She also expresses that this method can be 

applied to perform predictions on nominal as well as numeric target attributes. In the 

case of nominal character traits, this is called classification. When it comes to 

numerical character traits, it is called regression. Furthermore, she addresses the 

characteristics of the random forest model and how different random forests vary in 

the randomness of the tree formation process.  

How exactly the supervised machine learning algorithm works is explained by Sammut 

and Webb (2017) in their research chapter. As already mentioned, this learning 

method relies on decision trees as a base classifier. The two authors explain that one 

of the most important aspects is that decision trees are not pruned after creation, 

allowing for overfitting to one's own sample of data. At each individual branch in the 

decision tree, the decision of which feature to split is restricted to a random subset of 

size n from the total set of features, further diversifying the classifications, according 

to the authors. Finally, this random subset is re-selected for each decision. 

The random forest technique therefore has a lot of advantages over other algorithms 

that deal with classification and regression. One of the main advantages is that it is 

able to generate and train a large number of decision tress at the same time while 

being highly efficient. Because of this high accuracy and rapidity, the random forest 

algorithms are particularly suitable for complex analysis tasks. Each tree deals with an 

individual subset of the data. From many individual decision trees, a so-called forest 

emerges. In this way it is possible to make much more explicit predictions than 

predictions from single decision trees. Another big benefit is that the algorithm is able 

to cope with missing data. Due to the many trees in the forest, it does not matter too 

much if single trees do not give perfectly accurate results. On the basis of the stated 

potentials, it is clear that the random forest algorithm is a beneficial tool for many 

data scientists and finds application in more and more different fields and branches. 
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2.5 Successful Examples from the Medical Sector 

According to several academic research papers and journal articles, like the Irish 

journal of medical science and health data science, there seems to be an increased 

application of medical data evaluation in Asia compared to Europe. Zhang (2018) 

discusses the medical research and the different approaches in China. Her findings 

verify that by executing data evaluation, an organization is able to elaborate a 

competitive advantage and the patients’ needs are handled more efficiently. Further 

she was able to prove that a country can benefit through constant monitoring in terms 

of making trends of diseases visible as well as ease the process of medical research 

(Zhang, 2018). In many fields, especially in medical research, the use of visualization 

in order to evaluate trends and patterns is often applied. With the help of the 

visualization process it is a lot easier to understand complex issues, which enable all 

kind of researchers to notice patterns and draw conclusions that would not be 

immediately observable from raw data. Simplifying medical research is as important 

as visualizing it. This thesis, which tries both, simplifying medical data and visualize it 

afterwards is a perfect example of this strategy. In this way it is possible and 

uncomplicated to share and provide findings to a larger audience. This can result in 

people, companies and organizations making better and thoughtful decisions in terms 

of precautionary actions but any type of choices in general. Cost savings are a benefit 

too. Particularly in the medical field these approaches are extremely important 

whether the concept is applied on a large or a small scale.  

Tsuji (2020) explains how the Japanese government deals with big data in terms of 

handling the aging society in Japan. The author´s principal concern in his work is the 

supply of medical services for the older section of the country’s population. In detail 

it is about the difficulties these senior citizens must deal with regarding the financial 

challenges that come along with getting older. Because the average age is rising in 

Japan it is more important than ever to provide healthcare possibilities that is 

accessible for as many people as possible.  

To improve the accessibility to preventative examinations, such as routine check-ups 

and screenings is one important strategy. This way potential health issues can be 

identified in an early stage and may help avoiding late occurring issues. The Japanese 

government additionally calls up on the population to maintain a healthy lifestyle. 

Examples that are mentioned are a balanced nutrition as well as doing sports on a 
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regular basis. The matters stated can also help to avert illness in addition to the given 

data based methods. Overall, his work once more demonstrates how data analysis 

and prediction can have significant impact on a broad scale. 

By applying the most recent tools in data science and machine learning it is easily 

possible to help individual people, groups, or whole industries as it is shown. The 

knowledge is just latent in huge datasets and needs to be filtered out by using exactly 

these techniques. Tsuji (2020) addresses data prediction on the highest level since an 

incredibly large amount on data is on the Japanese governments hand. 

Borgheresi et al. (2022) report about an Italian project called Navigator, where 

precision medicine in the field of oncology is made more predictive and therefore also 

more preventive and personalized. The data used for this project contains among the 

conventional medical data especially the results from all kinds of imaging methods (CT 

& MRI). With the help of open source databases that contain the mentioned medical 

information a digital patient model, which provides reliable forecasts concerning 

cancer diseases could be obtained, so the authors mentioned above. 

But not only on the scale of entire countries, data evaluation can make a huge 

difference and give crucial insights for an organization and all kind of stakeholders 

including patients as well, as Banerjee et al. (2017) stated. However, this thesis shows 

in general how the evaluation and analysis of data can be crucial to businesses across 

all sectors. An organization or company can understand many individual areas like 

consumer behavior, market trends or the own processes and operations way better 

by using these modern sciences. Or as in this case a medical institution, their own 

patients and the hidden relations between certain values and conditions. Companies 

are enabled to customize their services and products to better address the needs and 

wishes of customers and clients collectively. Additionally, data scientists are able to 

assist businesses to optimize internal procedures like cutting waste or use resources 

more efficiently. The materials, employees and money are meant by resources. Of 

course, the economical handling of resources is desired also by medical businesses, 

only that here special aspects come in addition, namely the well-being of the patient. 

Through all the examples above it can be seen how well this can work out when the 

right techniques and procedures are applied. 
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2.6 Criticism of Data Science 

This subchapter deals with the criticism surrounding data science and will examine 

the negative aspects of it and big data to illustrate other facets as well. Authors Carter 

& Sholler (2016) describe in their work exactly what they consider to be the biggest 

problems in the face of data science. 

They state that both data science and big data have gained a lot of attention in recent 

years, but it has also been accompanied by a lot of criticism. This refers to questions 

concerning the efficiency and effectiveness of data science. Also, implementations 

and consequences are meant here. 

It is put forward that supporters of data science and big data have not taken privacy 

risks into account. Also, the further authorization of governments presents a risk. 

Theory and more conventional approaches are often ignored because the subject is 

about if a statistical model can produce reliable outputs or not. The reason for these 

results is mostly secondary. 

Critics claim that traditional approaches are sometimes more effective than data 

science and big data approaches. These approaches continue to depend on the 

opinion of experts in the respective field to review findings and show what the data 

does not explain.  

The two writers also state that, for example, supporters of these approaches are likely 

to neglect the expertise of the researcher rather than justify the data itself. Many 

people have the opinion that the output computer work consists of facts and is not 

interpretative. The reason is that a model provides results, alleged facts, and only 

when the researcher tries to interpret these facts does the interpretative process 

begin. Big data and data science are therefore not determined facts but consist of 

information collected in the course of the researcher's objectives and plans.  

According to the two authors the strategies that information researchers apply to do 

their work can include another level of transmission. The characteristics of 

advancements can serve as guidelines or benchmarks for specific operations and 

influence the way information is collected, processed, and analyzed. 

Analysts have found that social variables, such as peer connections, impact 

employee’s decisions when working and association with innovation utilize and 

gathering of people’s desires (Carter & Sholler, 2016).  
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Further points of criticism relate to the procurement of data. The authors believe that 

this restriction on the procurement of data will build a novel form of digital separation. 

The so-called “Big Data rich” and the “Big Data poor” as stated by the authors. Because 

of that, researchers who work for large social media corporations are better 

positioned, because full and comprehensive data sets are only available for 

researchers who work in companies or the ones who have the monetary resources to 

purchase data from them (Carter & Sholler, 2016).  

It is important for a scientific paper not only to deal with the good sides and 

advantages of a topic but also to discuss openly the negative sides and disadvantages. 

2.7 Ethical Considerations in Data Science 

The many facets of ethical and responsible data handling are explored. This includes 

the collection, storage, and use of data, which play important roles in the operating 

with data. The chapter aims to provide an overview of all the ethical issues in data 

science and what needs to be considered. Floridi & Taddeo (2016) determined that 

data ethics builds on computer or information ethics, but over time has established 

itself as its own part. Furthermore, they highlight the importance of data ethics but 

point out the complexity and challenges it brings with it. The authors believe that data 

ethics should be processed as so-called macro ethics. Macro ethics is understood as 

an overall framework that avoids unexercised approaches but addresses the ethical 

implications and impacts of data science in a complete and comprehensive framework 

according to the above-mentioned authors. They acknowledge that data ethics can 

only offer good solutions for society if it is carried out as a macro ethic.  

Richterich (2018) addresses in her book chapter very specifically the monitoring of 

public health in relation to big data. The author's focus is on data mining with regard 

to social media and all relevant ethical components. It is apparently normal for many 

people to post about their health on social networks and to go into detail about it. 

Thus, data ethics is not only a relevant topic for those who collect or store data, but 

also for the people who virtually put their own data into circulation. Although people 

are often advised not to do so, lots of people present their own personal and 

confidential data lightly. Often it is underestimated what is possible with such kind of 

data. 
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In all fairness, it is difficult to shed ethical light on a subject when new opportunities 

arise regularly. With all new methods that data science brings, new ethical approaches 

and ways of thinking should be considered. In any case, this topic will become 

increasingly critical in the next few years as data science is developing very rapidly. 

Therefore, it is important that data ethics evolves at a similarly fast pace. 

With the rapid progress concerning artificial intelligence technology data ethics is 

most likely to become one of the most important ethical subtopics.   

3 Methodology 

3.1 Research Design 

In this thesis a mixed-methods approach is used. Combining qualitative and 

quantitative techniques for this study has a major advantage over other research 

designs. Both parts have a key role, and the thesis is split into them to achieve the 

best results. A comprehensive literature review was carried out to get deeper 

understanding of the subjects of data science, data prediction, machine learning, and 

a specific algorithm of machine learning, random forest. 

This is the qualitative part of the mixed methods approach and serves as a foundation 

for understanding the covered topics. The literature review begins with fundamental 

definitions and concepts, progressively moving on to more complicated applications, 

and concluding with a detailed explanation of the random forest method. 

Additionally, the diverse benefits and opportunities that emerge are explored. The 

potential benefits of using data prediction, machine learning algorithms and the 

random forest model are addressed. With the experiment and the resulting analysis 

and interpretation, which make up for the quantitative part, the goal is to illustrate all 

the theoretical components of the literature review. To get the best results, the 

machine learning algorithm random forest is utilized to forecast and classify medical 

values on the basis of the datasets provided by a medical institution. As the next step, 

conclusions and helpful interpretations are drawn out of the analysis. This includes 

preparing the results in a way so that the company can make use of them on the 

subject of understanding connection between various medical values better. In this 

way it is possible to provide more accurate treatment for individuals. 
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A detailed investigation of the research areas was made possible by the usage of a 

mixed-methods technique in this study, leading to a more in-depth comprehension of 

the subject. While the quantitative part supplies actual data and useful applications, 

the qualitative aspect gives a theoretical foundation. Every project that involves data 

analysis must start with the acquisition of data, and for this experiment the provided 

data is a patient data set was gathered from the year 2018 to 2022. Using existing 

data compared to collecting new data specifically for this experiment has several 

benefits, including time and resource savings. It is important to note that the data 

being used in this investigation has been anonymized. That means that just medical 

values and demographic data is present in the data set while personal information like 

name, address and payment information was logically removed. An important part of 

research using personal data is maintaining the privacy of those individuals. The 

sample size for this study amounts to approximately 3150. As mentioned before all 

data was recorded in a five-year period from 2018 to 2022. The dataset primarily 

consists of demographic information, blood values, liver values, and urine values. 

Medical information that would not have benefited from this study was also removed, 

so that all parameters that could be studied are included in the dataset. 

This broad data collecting is crucial because it makes it possible to draw insights and 

conclusions that might otherwise not be obvious. A series of figures and plots are used 

in this paper to explain the facts and the results as precisely as possible and also to 

make them visible. Among them are simple diagrams as well as more complex plots 

like the random forest model. Graphs serve thereby to display the entire population. 

The literature review thus allows an uncomplicated transition from the basic topics to 

more specific methods and finally to the application through the random forest 

algorithm. Overall, the use of mixed techniques in this study enables a more thorough 

examination of the data, which results in a more informed and insightful discussion of 

the findings. 

3.2 Approach to the Data Analysis and Evaluation 

In this subchapter the exact procedure of the experiment is described and explained. 

In addition, valuable information about the medical company is given.  

As mentioned before, the medical data of a group of patients is analyzed in the 

conducted experiment. The medical facility, which provided the data is located in 
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Upper Austria but it is undisclosed. It is important to note that this is a facility that 

offers various testing as well as several treatments and therapies. Most patients come 

to the cure which has preventive purposes. In contrast to a hospital no acute injuries 

are treated. The average patient stays between one and two weeks as most of the 

therapies are designed for this period of. The treatment program is designed for each 

patient individually. Depending on the patient, different examinations are carried out, 

although there are a few tests that are applied to everyone. Among them are the small 

hemogram, electrocardiogram, and urine tests. 

The data was collected with the purpose of finding correlations between values in 

order to gain new knowledge that can, in the best case, be implemented in new 

strategies.  

The experiment was carried out with the help of the R language, and the R Studio IDE, 

respectively. These terms have a close connection and yet have two different 

meanings. While R is the programming language, R Studio gives a user interface to it. 

Thus, all desired operations can be performed and illustrated.  

The goal is to get the accuracy with which a certain value can be predicted when the 

other values are available to the person or company performing the analysis. Thereby 

important knowledge is gained, from which it can be concluded to conduct or not 

conduct particular tests or treatments. This way the medical institution might save on 

examinations that are unnecessary or superfluous in some situations or is able to 

recognize at an early stage that some specific checks need to be conducted. In 

addition to the potential for early detection, the company can also save time, 

employee effort and resources. 

3.2.1 Difficulties with the Analysis 

Problems and difficulties must be overcome at some point in almost every 

experiment. In this case, the most difficult thing was certainly to find a suitable 

method for the evaluation. Since this is a classification task, the initial idea was to use 

support vector machines for the analysis. The plan was to divide the patients into 

several classes depending on different variables. The goal should be to show the 

differences of the found classes and to generate knowledge from them. Over time and 

after becoming familiar with the available data, the random forest algorithm has 
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proven to be most promising. The process of finding the optimal method and getting 

to know the data took a considerable amount of time.  

To get to these results a lot of random forests with a lot of variable combinations were 

created and most of them did not yield practical results. It was challenging to select 

the values that serve as the basis for several reasons. First, the values selected must 

stand in some relation to the target value from which the accuracy is predicted 

otherwise it would not be possible for the medical institution to draw conclusions out 

of it which can help to optimize certain procedures. In theory there is also the 

possibility to obtain meaningful results, but the outcome would just not help or 

generate new knowledge for the company. The second reason is that some 

combinations of values in the dataset and the selected target value simply did not 

work to predict the accuracy at an acceptable level. 

With help and in consultation with representatives of the medical facility various 

promising sounding attempts were carried out. The analysis shown in this thesis has 

the best use for the company as helpful reverse conclusions can be drawn out of it. 

3.3 Limitations 

It is a law of executing research to state the limitations of the study openly and 

honestly and to not give high hopes. If research limitations arise, these weaknesses 

can lead to the study being distorted or misinterpreted, because they have a 

significant influence on findings and outcomes within the data (Ross & Bibler, 2019). 

This chapter serves to make the various limitations clear to the reader. Despite the 

limitations mentioned below, the maximum was extracted from this experiment. 

3.3.1 Lack of Data Availability and Diversity 

Even if a sample size of about 3150 is not a small group of representatives it is also 

not big enough to really discover a medical trend in large groups of the population. 

The results, despite their significance are so to say only relevant for this medical 

institution because the data provided just presents the average patient of exactly this 

medical facility. In general, there are several aspects that make this set of data very 

special and therefore the results cannot be applied to all people. The following points 

in particular are decisive here, namely gender, age and nationality. 
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As for the gender it must be mentioned that a different distribution between males 

and females could lead to other results and therefore other accuracies in the analysis. 

In this experiment 57% of the data are females while the remaining 43% are males.  

The same reasoning applies for the age variable as the average age from the sample 

size is around 68 years. Other medical facilities that have the same values tested have 

younger groups of patients. This might lead to different results and accuracies.  

Nationality is the hardest part to generalize about as people around the globe live in 

different climate zones and also the sea level differs a lot globally. Additionally certain 

diseases are more common in some areas of the world. For this experiment about 

85% (2740 out of 3151) of patients are Austrian citizens. The next biggest groups are 

citizens from Germany and Switzerland, which are not too dissimilar to Austria in 

terms of conditions. And only 0,005% of the total sample size are people from outside 

Europe.  

This makes it really difficult to generalize the results found in the analysis.  

3.3.2 Missing Values  

In addition, comes that as mentioned before not all patients are examined with regard 

to all values. This leads to some empty cells in the dataset which must be handled and 

for that reason the dataset is even smaller after the data is cleaned. 

For some processes this was a problem as it did not produce the desired results. Also, 

it was tried to fill in the missing values with the help of built-in functions to get around 

this problem. Unfortunately, due to this limitation, not all the analyses that were 

planned in the first place could be carried out in the right manner. There is also the 

possibility to anticipate the missing values using the impute function included in the 

mice package (van Buuren & Groothuis-Oudshoorn, 2011). But this option would bring 

along several problems. Thus, the imputation would not only require a lot of time and 

computing power but would also produce fictitious numerical values as a basis for the 

analysis.  
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4 Data Analysis and Results 

4.1 Breakdown and Summary of the Sample 

This chapter serves as summary of the patient data to get a good overview. The 

sample is formed of data from 3151 patients collected in a five year time period. There 

are 38 columns of different values and characteristics in the dataset. Some are 

incomplete and some are not relevant to this thesis, therefore only about half of the 

columns are taken into consideration. About the most important ones of them a few 

key data is given. Before the most important values tested are discussed, it is about 

the demographic data in order to give a basic idea of what group of patients it 

concerns.  

1793 patients and therefore a total of 56,9% are women while the remaining 1358 of 

them are men which amounts for 43,1%. The average age is 68,6 years whereby the 

range is from 13 years to 102 years. 98,7% of patients are from Austria (2746), 

Germany (300) and Switzerland (72). Although only a small portion is left, patients 

from all continents are included in the date set, the largest groups of the rest are from 

Saudi Arabia (6) and the United States (5).  

The values that are dealt with the most are bili, GOT, GPT, AP and GGT. For a more 

detailed explanation see the list of abbreviations. 

With help of the summarise function in R studio the mean of certain values can be 

calculated to do an exploratory analysis. A variety of options are available in the 

summarise function. For example, the range in terms of maximum and minimum 

values per category as well as the median can be calculated. Several other options are 

also possible by its use. To operate with the summarise function the package dplyr 

needs to be installed.  

 

Figure 1: summarise function 
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The aforementioned function contains the following components. Mean in this case 

stands for the kind of summary that is desired from the specific column. na.rm = TRUE 

serves only as help to skip missing (NA) values. 

The first line of code allows to string multiple operations together. By writing this code 

in R studio the following output is achieved. 

 

Figure 2: summarise function output 

As it can be seen R calculates the average for some of the most important variables 

(age, bili, GOT, GPT, AP, GGT) of the dataset. For orientation, these values can be 

compared with the corresponding explanation in the list of abbreviations. From the 

results it can be seen that the three liver enzymes (GOT, GPT and GOT) have similar 

averages ranging from 19,5 (GPT) to 29,5 (GGT). 

4.2 Data Analysis 

First of all,when the built-in functions are not sufficient to accomplish a task, external 

packages need to be installed and later on loaded as libraries. These packages contain 

special functions and features that are not part of the standard version of R. In this 

specific case it is about the randomForest and the caret package. The first one is 

needed to create the random forest model while the second one is crucial to create a 

so-called confusion matrix. A confusion matrix is a tool to visualize the output of 

certain models like regression or classification models.  

At this point, the desired dataset can be imported into R as this is the fundament for 

the whole evaluation. As mentioned before, data preparation is also a key step in the 

process because thereby errors can be cut down to the minimum and a more efficient 

analysis is enabled. In this case this means that the dataset needs to contain all the 

relevant information for the desired target. Also, certain columns that are not related 

to the experiment can be omitted. 

After the data importation, the empty cells need to be handled. Having missing values 

in a medical dataset is quite normal since not every patient went through all the 
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possible tests and examinations. To run an efficient analysis, these empty cells must 

be omitted or deleted. In other words, there is a function that deletes rows where 

some cells are empty to provide a more compact set of data. 

As the next step the values of which the prediction probability is searched needs to 

be formatted as a factor. A factor in R studio means that it is a categorial variable. 

Which means as much as that this column has a fixed selection of possibilities. To 

convert the desired category into a factor, the factor function is used. The seed can 

now be set, which is very meaningful to the experiment because it starts the random 

generator at a specific point. This serves for the reproducibility of the analysis as when 

the script is run again the same random numbers are used. 

Now it comes to a very important step. Namely the breakdown of the data into a 

testing set and a training set. With use of the sample function the data is randomly 

split between the test set and the train set. The distribution is usually determined at 

80% to 20% or 70% to 30%, with the larger percentage of the data being assigned to 

the training set. As mentioned in the literature review, the random forest model is a 

supervised machine learning algorithm, which means that as it is already in the name, 

the machine needs to train with the data in order to test the learned patterns on the 

basis of the testing set.  

The random forest can now be created with help of the random forest function which 

was initially made possible by the installed the package of the same name. The 

function consists of a few components, namely the target variable (factor), the 

required dataset (train data) and the desired number of decision tress (ntree) for the 

model.  

As the next step, the predict function is used to predict the preferred values based on 

the input data and check the outcome with help of the test set.  

To visualize everything the previously addressed confusion matrix comes into 

operation.  
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Figure 3: code for the random forest model 

This is the code used so far in R. All mentioned functions are visible here as well as the 

loading of the additional packages. The confusion matrix then visualizes the outcome 

of the applied random forest model.  

In this case the input dataset consists of 11 variables and 3151 observations. The 

containing variables are as follows: gender, age, nationality, bili, GOT, GPT, AP, GGT, 

urea, urine density and urine color.  

The goal is to get the accuracy with which the urine color can be predicted with use 

of the mentioned variables. By the way of explanation this means that if all variables 

except for urine color are given the accuracy with which it can be predicted is the 

desired outcome of this model. 

In the confusion matrix there a several interesting key figures to note. The most 

important obviously the mentioned accuracy. But along with the accuracy there are 

also other results as well, such as 95% confidence interval, no information rate, p-

value and Kappa.  

Additionally, there are also the statistics by class. In this case the factor urine color 

has 8 possibilities: regular, water bright, yellow, light yellow, dark yellow, light brown, 

red brown and clouded. 

The 95% confidence interval gives two values. With a certainty of 95% there can be 

said that the true average lies between these two values for the model.  
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The no information rate also has a percentage as output which must be surpassed by 

the accuracy in order to make the model significant. The percentage of the accuracy 

therefore needs to be higher than from the no information rate for the model to be 

considered significant. 

The p-value is also related to the level of significance. Most of the time it is determined 

that a p-value lower than 0,05 means that the result is statistically significant. 

Kappa can have values between -1 and +1 and compares the overall accuracy with a 

random accuracy. The higher the Kappa value, the higher the accordance between the 

overall and random accuracy.  

The results of the random forest model as well as the statistics by class can be seen 

later in this chapter. Important to not is that according to several sources a good 

accuracy for a random forest model lies somewhere between 70% and 90%. Anything 

higher than 90% therefore is considered outstanding. 

With use of the head function the first few rows of the used data set can be displayed 

in R studio to get an overview. To get an idea of what this looks like it can be found in 

the Appendix chapter at the end of the thesis. 

 

Figure 4: head function 

The figure attached to the Appendix gives a better understanding of how the used 

dataset looks like. The different values as well as some empty cells can be seen. 
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Figure 5: results of random forest algorithm 

As there can be seen in the figure above the accuracy with which the urine color can 

be predicted on the basis of the other 10 variables is a little over 72%. This is a pretty 

good percentage, especially when it is considered that with a sample size of roughly 

3150 the dataset is not incredibly large. The 95% confidence interval verifies the 

accuracy as it states that the true average of accuracy lies somewhere between 

65,26% and 78,22%. 

The no information rate at 65,99% is also well below the accuracy (72,08%) which 

means that the results are statistically significant. This is also confirmed from the p-

value of 0,04025. The Kappa indicates with a value of 0,395 a reasonably good match 

between the overall and the random accuracy.  
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Figure 6: results of random forest algorithm by class 

In Figure 6 the statistics by class are shown. By exploring statistics by class, insights 

into the random forest model for each class individually are accessed. This information 

can be beneficial to better understand the behavior of  the model for different classes.   

Sensitivity, Specificity, Pos Pred Value, Neg Pred Value, Prevalence, Detection Rate, 

Detection Prevalence and Balanced Accuracy are all key figures that can be derived 

from these statistics. The above values are briefly explained. 

Sensitivity indicates the proportion of successful cases that are considered correct by 

the random forest model among all cases, positive ones as well as negative ones.  It 

displays the suitability of the model to recognize positive cases and is therefore also 

called the true positive rate. 

Specificity in contrast to sensitivity, indicates the proportion of negative cases that 

were correctly detected by the model. This value is also called true negative rate.  Both 

positive and negative cases are also included for specificity. 

Pos. Pred. Value indicates the proportion of positively identified cases among the 

positively classified cases. Pred stands for prediction for both, pos pred value and neg 

pred value. 

Neg. Pred. Value indicates the proportion of negatively identified cases among the 

negatively classified cases. Thus, both the pos pred value and the neg pred value are 
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very similar in terms of sensitivity and specificity with the only difference that that 

either only positive or only negative cases are considered 

Prevalence refers purely to the proportion of correct positive cases and provides 

information on the distribution of positive cases. To get to this variable the correctly 

detected cases are divided by the total cases. 

Detection Rate is quite similar to sensitivity. The difference is that the detection rate 

shows the proportion of positive detected cases without taking the false negatives 

into account. 

Detection Prevalence indicates the number of positively predicted cases divided by 

the total predicted cases. Contrary to prevalence, true positive and true negative 

cases are considered here as well. 

Balanced Accuracy refers to the average of sensitivity and specificity. Similar to total 

accuracy, over 70% is considered good and over 90% is considered outstanding. 

The explanations show that the best results were obtained for the categories dark 

yellow, light yellow and regular. 

The category dark yellow especially has particularly superior results in almost all 

measurement values. Specificity (0,98837), pos pred value (0,88235) and neg pred 

value (0,94444) are very good, but also the balanced accuracy is impeccable with 

79,419%. 

4.3 Further Steps in the Evaluation 

The code used so far in the analysis can be extended in several ways. One possibility 

is to compute the importance of the variables used in the random forest model. That 

means that among the variables used in the model, every single value can be assigned 

an importance as to how important the respective variable is in term of the predictive 

accuracy.  

 

Figure 7: importance function 
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With the help of the importance function this operation can be performed. Here the 

results are shown of how this looks like for the conducted analyses when the function 

displayed is applied.  

 

Figure 8: output of importance function 

In this matrix all variables are assigned values that show the importance and that even 

for the individual output possibilities. It is quite clear that the value density, which is 

listed last, is by far the most important for the predicted accuracy. This becomes 

visible as the highest value results for some output possibilities. 

4.4 Use of the Data Analysis for the Medical Facility 

The analysis shows the accuracy with which the urine color of patients can be 

predicted based on the values gained through a small hemogram. This analysis has 

the best benefit for the company. Important conclusions as well as reverse 

conclusions can be drawn from it. The greater focus, however, lies on the reverse 

conclusions. The analysis can predict quite accurately which color the patient’s urine 

should have based on the blood and liver values. Basic blood and liver tests as well as 

basic urine tests are conducted whenever a new patient comes to the medical 

institution for treatment. With the help of the values found out the company can 

compare the actual color of the urine with the predicted color. If the two colors do 

not match the probability is high that either the blood values or the liver values are 

not in order. The basic tests at the start of the treatment are a small hemogram which 

contains the blood and liver values used in the analysis. More specific tests are then 

conducted during the stay. The analyses can be used to determine if a patient should 

go through all additional tests or if additional tests would make sense at all. These 

additional tests are more complex and time-consuming for the company and thereby 

also more expensive. Several examinations are available for selection here. First in line 

is the big hemogram which is not conducted at the beginning and contains much more 

blood and liver values. But also tests and examinations that are much more complex 
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can be carried out or saved by using this method of data prediction and the resulting 

comparison. This concerns inspections such as computed tomography (CT), magnetic 

resonance imaging (MRI) and ultrasound examination, all with the aim to investigate 

the liver more accurately.  

It can therefore be said that the company can optimize internal processes and 

procedures by the help of the conducted analysis. This has not only the early detection 

of anomalies as a consequence but also can help the company to save money on tests 

that are not necessary in certain situations. 

On top of that the usage of data prediction can have even more internal as well as 

external advantages for the company. An internal factor could be the start of the 

inclusion of multiple data related analyses. Through the confirmation that processes 

like this actually work representatives of the company might be more willing to carry 

out many more analyses to optimize processes in the firm.  

A positive external aspect is of course that through processes like this the institution 

can stand out of the competition which do not apply such analyses. Also, patients 

might feel more comfortable as a result because of the implied modern and reliable 

methods. 

4.5 Recommendations for the Medical Facility 

Since the experiment carried out shows success the most essential of all 

recommendations is to start analyzing more and more data in order to draw even 

more knowledge out of it. One possibility would be to hire a dedicated employee who, 

in addition to analyzing the medical data, generally monitors and analyzes all internal 

data. This goes hand in hand with the collection of data. Having more data accessible 

is by all means advisable for the company. Also, the comparison with data that is even 

older would be useful to see if certain things change with the turn of time. Since the 

company exists for more than hundred years a digitization of older analog data would 

be helpful as well. Through that more data could be included to the analyses which 

would enable even more accurate predictions. Changes that are perhaps generational 

could also be determined in this way. 

Furthermore, it would be a great advantage to advertise with such modern methods 

and procedures in order to stand out from the competition. In this way, the institution 

could set a certain example to other companies by testing and introducing new 
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methods in addition to the established ones. This would reinforce that more 

companies start to analyze their own data and gain knowledge from it to help 

themselves in their development. 

4.6 Further Research 

In future research and related data analyses there are several optimizations that can 

be made. Of course, a larger dataset would be helpful in cases like this. Especially 

when it comes to machine learning and data prediction a larger dataset gives more 

opportunities to understand certain patterns and trends in the data provided.  

Another crucial aspect would be to have similar sized datasets which contain the same 

tested values from different medical institutions. Trough that the results and 

accuracies could be compared and can be understood even better. Additional 

advantages can arise from comparing the results to medical facilities not only in the 

same country but with establishments from around the globe.  

In order to avoid empty cells and therefore the data cleaning process which cuts the 

dataset down by a little it would be beneficial to have datasets from companies or 

hospitals that investigate all their patients in all medical values. More accurate 

processing of the data would of course also help in future research. This means that 

some data was incorrectly fed into the relevant system during recording. Often this 

has consequences that only become visible during the first attempts at analysis. 

Irregularities in the different columns of the dataset are meant. These irregularities 

can occur in the form of mixed characters for example. For instance, if in a specific 

column sometimes periods and sometimes commas are used indicate the decimal 

point of a number. 

After consultation with the company, a few more goals for future research could be 

set. It would be best for the institution if the urine test alone could be used to draw 

conclusions about the other values. Urine tests are not only the least expensive but 

also by far the fastest to conduct and to evaluate. In view of this fact, it is 

comprehensible that successful methods that could help with this problem are 

desired by the medical company. 
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5 Conclusion 

Through the conducted analysis there can be seen that even on a small scale, methods 

like data prediction can certainly show success. These methods have the potential to 

revolutionize the way in which medical companies operate regarding the collected 

data but also to the handling of it as a whole. As a result, a possibility emerges how 

the medical institution can optimize internal processes and therefore is able to save 

on costs. A method that saves costs in a company has of course many advantages. The 

money saved can be used for other purposes, such as further research with data, or 

simply to increase the company's profits in order to shed light on the economic side 

as well. Not only economic advantages can be achieved, but also treatments can be 

improved. As Banerjee et al. (2017) stated, both the patient and the company can 

benefit from such processes. Because of the fact that the patient benefits from it 

naturally, also brings an economic advantage that can be seen as a unique selling 

point. When patients experience positive outcomes, and improved well-being, it not 

only benefits their personal health but also leads to economic advantages for all 

stakeholders within the company.  

This thesis can also be seen as an incentive to do even more research with medical 

data. Of course, such studies are even more significant on a larger scale, but as long 

as significant results can be achieved, any kind of data analysis is important, no matter 

on which scale. Even when examining data on a smaller scale, the potential for 

meaningful results should not be underestimated. Ultimately, the goal of the thesis 

was reached because it could show what possibilities can arise for a medical company 

through data analysis, respectively through data prediction and supervised machine 

learning algorithms to be precise. As data predictions continues to advance it is likely 

that it leads to a more efficient and effective health care system in general. 
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List of Abbreviations 

bili: Bilirubin. Bilirubin is a red-orange breakdown product of the red blood pigment 

and thus a bile pigment. It is a waste product that is handled in the liver and drawn 

out by the bile. As reported by the Miller-Keane Encyclopedia (2003) laboratory tests 

in contemplation of measuring the level of bilirubin in the blood are crucial in the 

identification process of liver dysfunction and in the judgement of hemolytic anemias 

(a disease where red blood cells are faster destroyed then the human body can 

reproduce them). Bilirubin plays an important role in the human body and is 

responsible for several processes. An increased value, however, can indicate various 

health problems. For example, diseases such as hepatitis, biliary obstruction or 

inflammation in the bile ducts can be the trigger. A blood test determines total 

bilirubin, but also its conjugated and unconjugated forms. 

Unconjugated bilirubin which is also known as indirect bilirubin is not soluble in water 

and is attached to albumin in the brood circulation, conjugated bilirubin on the other 

side (direct bilirubin) is soluble in water and has already been processed by the liver 

(Miller-Keane Encyclopedia, 2003). 

According to Fevery (2008) bilirubin is an endogenous compound that can be 

poisonous under particular circumstances, on the contrary the author states that a 

light and unconjugated hyperbilirubinanmia might help in order to prevent tumor 

development and preserves against cardiovascular diseases. Furthermore Fevery 

(2008) explains that bilirubin counts in serum are frequently increased under various 

clinical conditions. These are studied in detail and the driving factors are described.  

 

GOT: Glutamic oxaloacetic transaminase. Glutamic oxaloacetic transaminase is a liver 

enzyme that plays a major role regarding the metabolism of amino acids. It is mostly 

found in various body tissues and in serum, but especially in the heart and liver (Miller-

Keane Encyclopedia, 2003). Additionally, there is stated that the enzyme is released 

into the serum when human tissue (mostly in the liver) is injured, which again 

primarily applies to the liver and heart. Conversely, an elevated concentration of 

glutamic oxaloacetic transaminase in the body may therefore indicate liver or heart 

disorders or diseases. The glutamic oxaloacetic transaminase enzyme therefore is an 

important indicator for the function of the liver. Diseases such as cirrhosis of the liver, 

fatty liver or hepatitis, for example, are diseases and conditions that can increase the 
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glutamic oxaloacetic transaminase level in the blood. It has to be mentioned that 

increased glutamic oxaloacetic transaminase values can also have a different origin as 

well. Examples of this are recent heart attacks or recent heart surgeries as well as the 

regular use of certain medications or excessively exhausting physical activities. 

According to various sources, like the Farlex Partner Medical Dictionary (2012) the 

normal range for healthy people lies somewhere between 10 and 40 units per liter of 

blood. Depending on different tests and evaluations this range can slightly differ from 

laboratory to laboratory. In summary, the lowering of glutamic oxaloacetic 

transaminase in the blood usually means a healthy liver with respect to the factors 

listed above. 

 

GPT: Glutamic pyruvic transaminase. Glutamic pyruvic transaminase which is also 

called alanine aminotransferase (ALT) is an enzyme that is most common found I liver 

cells. According to the Collins Dictionary of Medicine (2004, 2005) important 

information related to liver disease and heart disease can be drawn from the enzyme 

since glutamic pyruvic transaminase is released into the blood from damaged heart 

and liver cells. A high value can indicate many diseases. In particular, a high value is 

recorded in the case of obese people. Quite similar to glutamic oxaloacetic 

transaminase, the range of units from a healthy human being lies between 10 and 40 

units per liter of blood. Increased values may be associated with liver disease or 

discomfort and further testing will be required to explain the elevated values. 

“Therefore, it is plausible to suggest that aminotransferases are surrogate biomarkers 

of "liver metabolic functioning" beyond the classical concept of liver cellular damage, 

as their enzymatic activity might reflect key aspects of the physiology and 

pathophysiology of the liver function” (Sookoian & Pirola, 2015). In general, glutamic 

pyruvic transaminase is known as the most important indicator of the function of the 

liver. The value can be lowered again if there are no drastic increases, for example by 

purification in the form of drinking water and tea in large quantities. Also, the 

following applies equally to glutamic oxaloacetic transaminase, high values refer to 

over 50 units per liter of blood for men and over 35 units per liter of blood for women. 

 

GGT:  Gamma-glutamyl transferase. Gamma-glutamyl transferase is a liver enzyme 

that plays an important role in the metabolic process of Glutathion. This substance is 
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one of the most important substances that plays a role in the detoxification process 

in the liver. This value is also included in any standard blood test, as it also provides 

information about the function of the liver. “Gamma-glutamyl transferase (GGT) is a 

second-generation enzymatic liver function test available for several decades, initially 

used as a sensitive indicator of alcohol ingestion, hepatic inflammation, fatty liver 

disease, and hepatitis“(Mason et al., 2010). Mason et al. (2010) further explain that 

Gamma-glutamyl transferase is considered an important indicator of the 

cardiovascular system and the value is also associated with chronic heart diseases in 

general. Neuman et al. (2020) determine in their work that there is a significant 

correlation between elevated gamma-glutamyl transferase levels and heart-related 

diseases such as atrial fibrillation, cardiac insufficiency or cardiac arrhythmias. Further 

they also state that there is a correlation to sleep apnea. During sleep, the respiratory 

tract narrows to such an extent that breathing becomes difficult and can even fail 

completely (Neumann et al., 2020). As with the other liver enzymes, however, an 

increased value can also be related to the intake of specific drugs or other factors. 

However, the value differs from the other liver enzymes in view of the range in healthy 

people. According to various sources the range for healthy men lies between 8 and 45 

and between 5 and 35 for healthy women. 

 

AP: Alkaline phosphatase. Alkaline phosphatase is an enzyme that occurs in many 

parts of the human body. Typically, in different forms of tissue. Most commonly found 

in the bones, liver and colon. It is very important for liver function and the associated 

metabolism. Siller & Whyte (2018) state that alkaline phosphatase is probably the 

most studied enzyme in all of medicine, an elevated level in the bloodstream can be 

seen as an indicator of skeleton disease or liver disease. Together with the previously 

mentioned liver enzymes, alkaline phosphatase forms the basis for accurate liver 

tests. Since in the experiment carried out, also some persons who are not of age are 

included, it is important to mention that the activity of alkaline phosphatase changes 

extremely during puberty (Zierk et al., 2017). This change leads to significant 

irregularities of gender specific and age specific origin. According to Sharma & Prasad 

(2014) the range alkaline phosphatase in serum of a healthy human being amounts to 

20 up to 140 units per liter of blood, where it is to be considered that with adult 

persons half of this activity takes place in the bones. Remarkably high values can, for 
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example, also indicate blockages in the bile ducts, also it should be noted that 

measured values from children and pregnant persons are higher than normal. Like the 

three liver enzymes, alkaline phosphatase is also present in every small hemogram 

conducted. 

 

CT: Computed tomography. Computed tomography is a diagnostic x-ray tool with 

many different clinical applications that captures cross-sectional images of the human 

body (So & Nicolaou, 2021). It is a modern and complex procedure that allows 

diagnostic imaging of the inside of the human body. According to Seeram (2018), 

radiology technologies must be able to maximize dose and image quality to provide 

excellent care for the patient. 

The author further explains that several pictures from a specific body part or organ 

are taken from different angles and views to combine them all too. A so-called 

contrast medium is often injected before examination in order to make specific parts 

of the body particularly visible. Fractures, internal bleeding and different types of 

tumors can be detected and visualized in this way. Examinations can be carried out 

without any pain and without any risk for the patient. Edholm (1977) emphasizes that 

one of the great advantages of computer tomography is that function tests can be 

carried out on different organs, in which not only the individual organ but also the 

function of all parts of it, no matter how small, can be determined. Furthermore 

Edholm (1977) stated that different soft parts of the body are directly visualized and 

also the shape of internal organs can be determined precisely. A computed 

tomography scanner can be mostly found in public hospitals as well as radiological 

doctors’ offices.  

 

MRI: Magnetic resonance imaging. Just as computed tomography, magnetic 

resonance imaging is a diagnostic tool that makes the structure of organs and tissue 

visible. According to Grover et al. (2015) the evolution of magnetic resonance imaging 

(MRI) in the course of medical treatments has led to great advances in diagnostics. 

Especially that the exposure of the patient to harmful radiation can be prevented is 

important. 

The authors continue to explain that with better availability and declining costs the 

usage of magnetic resonance imaging becomes more and more common in clinical 
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practice. By the use of magnetic fields, the humas body is scanned layer by layer. On 

this way the inside of the body can be made visible and harmful structural changes of 

organs and tissue can be detected. The biggest advantages of magnetic resonance 

imaging are their low intensiveness, the absence of radiation and of course the ability 

of multiplanar imaging (Essing et al., 2000). Today, this method is a crucial part of 

clinical practice, and it is impossible to imagine processes without it. 
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Figure 9: output head function 
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